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ABSTRACT
TheHuman-Robot Collaboration (HRC) performance of human–robot collaboration can be improved in some assembly tasks when a robot emulates the effective coordination behavioursbehaviors observed in human teams. However,, but this close collaboration could cause collisions, resulting in which results delays in the initial scheduling. Besides the commonly used acoustic or visual signals, vibrations from a mobile device can be used to communicate the intention of a collaborative robot (cobot). In this paper, the communication time of a virtual realityVirtual Reality and depth cameraDepth Camera-based systemSystem is presented in whichwhere vibration signals are used to alert the user of a probable collision with a UR5 cobot. Preliminary tests are carried out onwith human reaction time and network communication time measurements to achievehave an initial picture of the collision predictor system’ssystems’ performance. Experimental tests are also presented in an assembly task with a three-finger3-Finger gripper thatwhich functions as a flexible assembly deviceFlexible Assembly Device.
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Introduction
According toBased on the International Federation of Robotics (IFR) report 2019 report, the average robot density in the manufacturing industry has growngrow to a new global record of 113 units per 10,000 employees [1]. AlthoughUsually, the automation of small- and medium-sized size enterprises (SMEs) isare supported in the European Union,, but according to the European Commission’s Digital Economy and Society Index Report 2019 by the European Commission [2], the share of large enterprises that use industrial or service robots is four times higher than thatthe share of SMEs, and the use of robots varies widely withstrongly according to company size.	Comment by Proofed: I have removed the abbreviation here because it isn't used again in the body of this paper. 
	Comment by Proofed: Make sure that all acronyms and initialisms are introduced correctly by giving the full terminology first, with the acronym following in parentheses.

Click here for more information about using acronyms and initialisms in writing.

One of the most commonly askedrecurring questions in thea semi-robotisedrobotized industry is: how to make a production more efficient.?	Comment by Proofed: You have requested British English for this document, but you appear to have used the American spelling here. 

Click here for more information on spelling conventions in US and UK English.

According to the Based on a study in [3], a robot in an assembly operation could reduce the idle time of an operator by 85%. Therefore, usingSo applying collaborative robots (cobots) in a factory for assembly tasks could lead to greater efficiency,a more efficient work which means shorter production times. This statement can also be useful for the assembly of differentvarying products or product families, which requiresrequire a set of different fixtures or, reconfigurable fixtures, such as those  like the Parallel Kinematic Machine-based on the parallel kinematic machineones in [4] or thea fixed, but flexibly useable gripper presented in this article. 	Comment by Proofed: This shouldn’t be a new paragraph but should follow on from the previous sentence.

However, the problem is that despite the well-defined described task sequences, the changeover from one product to another in a collaborative operation could lead to human failures and, consequently, to collisions with the cobot due to the previous habitual sequence of actions.
By definition, a cobot has to operate with strict safety installations (protective stop execution whenby reaching a certain force in a collision is reached), as outlined in), according to ISO/TS 15066:2016 [5], ISO 10218‑1:2011 [6] and ISO 10218‑2:2011 [7], but these protective stops could cause a significant cumulative delay in the production. This depends largely on how the robot program has beenwas written, i.e. whether operationsit can be continued or not after a protective stop.	Comment by Proofed: It was unclear here what 'it' referred to. I have changed it to 'operations', but please check that this is what you mean. 

Review articles such as thoselike the work of Hentout et al. [8] and Zacharaki et al. [9] present solutions for pre-collision approaches in the frame of human–robot interactionHuman-Robot Interaction (HRI).
 „Pre-collision control methods, referred to as ‘prevention’ “prevention” methods, are techniques intended to ensure safety during HRI by monitoring either the human, the robot, or both and modifying robot control parameters prior to incidence of collision or contact” [9]. Pre-collision approaches can be distinguished between reactiveReactive control strategies, proprioceptiveProprioceptive sensor-based strategies and exteroceptiveExteroceptive sensor-based control [8]. However, these approaches are all manifested in robot control parameter modification rather than in pure operator warningswarning.	Comment by Proofed: This shouldn't be a new paragraph but a continuation from the previous sentence. 
	Comment by Proofed: UK and Australian English prefer the use of 'single quotation marks' (or 'inverted commas') for quotes, reserving "double quotation marks" for a quote within a quote. 

Click here for more information on using quotation marks.

Both the above studiesmentioned surveys refer to the work of Carlos Morato et al. [10], who presented – presenting a similar solution by creating– who created a framework usingwith multiple Kinects to generate a 3D model with bounding spheres for humanof human’s movements in real -time. The proposed framework calculates human–-robot interference in a 3D space with a physics-based simulation engine. The deficiency of the study is the pre-collision strategy for safe human–robot collaborationHRC because this results in the complete stoppagestop of the robot. This is indeed a safe protocol, as it reduces the production break time, but it does not eliminate it completely.	Comment by Proofed: Your meaning here was a little unclear. I have made some changes, but please check that I have retained your original meaning. 
	Comment by Proofed: The full terminology was required here as the abbreviation isn't used elsewhere in the paper. Please check that I have used the correct terminology. 

The aim of this paper is to highlight the importance of a new pre-collision strategy that does not modify, without modifying the trajectories but relies fully relying on the warning of the operator (using a non-safety-critical system), especially when flexible/reconfigurable fixtures are used. 
Section 2 providesgives an overview ofon standards and definitions related to robotic and cobotic systems, especially in relation toon the term protective separation distance, which is crucial forin the proposed solution. Section 3 presents anone of the experimental environmentenvironments and some use -cases in whichwhere the proposed solution can be used. Section 4 describes the new pre-collision approach and itstheir system elements in detail, together with some communication measurement results to demonstrateshow the feasibility of the solution. Finally, Section 5 presents athe summary with conclusions.
Standards and Definitions for Cobot use
In general, when manufacturingby using a roboticCobots
Generally, in Manufacturing using a Robotic arm with a gripperGripper the 2006/42/EC Machinery Directive [11] and the 2014/35/EU Low Voltage Directive [12], together with the Technical Specification ISO/TS 15066:2016 [5] and its 16 standards,Standards have to be considered [13]. These are detailedSpecifically, the followings in Table 1:	Comment by Proofed: I have added this to improve readability, but please check that these '16 standards' do, in fact, belong to this ISO standard. If not, you should reject this addition. 


Table 1. Standards in manufacturing when usingby applying a robotic arm with a gripper.
	Standard
	Ref.

	EN ISO 10218-1:2011
	[6]

	EN ISO 10218-2:2011
	[7]

	ISO/TR 20218-1:2018
	[14]

	EN ISO 13855:2010 
	[15]

	EN ISO 13849-1:2015
	[16]

	EN ISO 13849-2:2012
	[17]

	EN ISO 12100:2010
	[18]

	EN ISO 13850:2015 
	[19]

	EN IEC 60204-1:2018
	[20]

	EN IEC 62061:2005
	[21]

	EN ISO 11161:2007 
	[22]

	EN ISO 13854:2017 
	[23]

	EN ISO 13857:2019 
	[24]

	EN ISO 14118:2017 
	[25]

	EN IEC 62046:2018 
	[26]

	EN ISO 13851:2019 
	[27]


According to ISO 10218‑1:2011 [6], a collaborative workspace is a space within the operating space where the robot system (including the workpiece) and a human can perform tasks concurrently during production operations,operation and a collaborative operation is a state in which a purposely designed robot system and an operator work within a collaborative workspace.
According to ISO/TS 15066:2016 [5], collaborative operations may include one or more of the following methods:
· a safety-rated monitored stop,;
· hand guiding,;
· speed and separation monitoring,;
· power and force limiting.

In power- and force- limiting operationsoperation, physical contact between the robot system (including the workpiece) and an operator can occur either intentionally or unintentionally. Power- and force- limited collaborative operations requireoperation requires robot systems specifically designed for this particular type of operation using built in measurement units. According to ISO/TS 15066 [5],] risk reduction is achieved, either through inherently safe processesmeans in the robot or through a safety-related control system, by keeping hazards associated with the robot system below threshold limit values, which that are determined during the risk assessment.

IfIn case an operator wantswould like to maintain a safe distance in a collaborative operation, the ISO/TS 15066:2016 Robots and robotic devices - Collaborative robots (clause 5.5.4: Speed and separation monitoring) [5], EN ISO 13850:2015 [19], EN ISO 13855:2010 [15], EN IEC 60204-1:2018 [20] and, EN IEC 62046:2018 [26] should be applied together with the following regulationsconsiderable regulation and standards: Directive 2006/42/EC [11], EN ISO 10218-1:2011 [6] and EN ISO 10218-2:2011 [7]. In addition,Last but not least EN ISO 12100:2010: Safety of machinery - General principles for design - Risk assessment and risk reduction [18] should be consideredtaken into account too.
In speed and separation monitoring, the protective separation distance is the shortest permissible distance between any moving hazardous part of the robot system and any human in the collaborative workspace, and this value can be fixed or variable.
During automatic operationsoperation, the hazardous parts of the robot system shouldshall never get closer to the operator than the protective separation distance, which is calculated based on the concepts used to create the minimum distance formula in ISO 13855:2010 [15].
The protective separation distance Sp can be described by formulaFormula (1):
	
	[bookmark: _Ref20308543](1)


where
Sp(t0) is the protective separation distance at time t0; (present or current time);
Sh is the contribution to the protective separation distance attributable to the operator’s change in location;
Sr is the contribution to the protective separation distance attributable to the robot system’s reaction time;
Ss is the contribution to the protective separation distance due to the robot system’s stopping distance;
C is the intrusion distance, as defined in ISO 13855, which; this is the distance that a part of the body can intrude into the sensing field before it is detected;
Zd is the position uncertainty of the operator in the collaborative workspace, as measured by the presence sensing device resulting from the sensing system measurement tolerance; and
Zr is the position uncertainty of the robot system, resulting from the accuracy of the robot position measurement system.” [5].

Based on thisSo, the authorsAuthors propose to extend the protective separation distance (1) with an extra distance based on the communication time of a pre-collision system (Spc) and with a contribution to the protective separation distance attributable to the robot operator’soperators’ reaction time (Sort) to avoid speed reductionsreduction or protective stops. This would result in a modified protective separation distance (Sp*): 
	
	(1)


However, the proposed system in this paper is, – as has already been mentioned, –  an extra, non-safety certified solution. The purpose of the presented measurements in this paperwork is to determine the above-mentioned time parameters (communication time and reaction time) of the additional distances (Spc and Sort) in this specific environment.
Experimental environment and use -cases
RobotsMost frequently, robots are usually moved on prespecified trajectories that are defined in the robot’s program, and, a new task in most cases, a new task involves starting a new robot program. Another methodway is to move the high-level robot control fromout of the robot tointo a computer, and the robot thengets continuously receivesvia a stream the required movementsmoving and other actions via a stream.. In this case, the robot runs a general-purpose program or framework that interprets and executes the external instructions received. from outside. In this scenario, the this framework is called URSZTAKI, and was developed byearlier in the SZTAKI Research Laboratory foron Engineering and& Management Intelligence of SZTAKI. URSZTAKI has three kinds of instructions: (a) basic instructions that constituteof the robot's programming language, (b) instructions forof the robot add-ons (e.g. the gripper and, force sensor) integrated into the robot language by the accessory suppliersvendors of the accessories, and (c) frequently used, more complex task instructions (e.g. putting down or picking up an object when the table distanceit is unknown). how far the table is). The third type of instruction constituteinstructions are the real features of URSZTAKI.
It should also be mentioned that the expansion of the UR robot's functions and language is possible with the help of so-called URCAPs and currently URSZTAKI can also be installed as an URCAP (which is a platform where users, distributors and integrators can demonstrate accessories that run successfully in UR robot applications [28]), and currently, URSZTAKI can also be installed as an URCAP.).
The experimental layout consists of a UR10 robot with a force sensor and a two-finger2-Finger gripper. The environment was designed to support different assembly tasks, either fully robotisedrobotized or collaborative. To equip partly or even fully different components, universal mounting technology was required instead of special fixtures. Another gripper (with three fingers) wasis used - a 3-Finger one - that allowedallows a wide variety of fixings. All three fingers couldcan be moved independently of the selected adaptive gripper that is fixed toon the robot worktablework table (Figure 1).
[image: metric-australia_temp]
[bookmark: _Ref312437359]Figure 1. Demonstration environment.

The three-finger3-Finger gripper from RobotiQ [29] has four4 different modes for operating theto operate its fingers (Figure 2).	Comment by Proofed: This sentence should be the first sentence of the paragraph below. 

[image: ]
[bookmark: _Ref61555442]Figure 2. The fourFour different modes of the three-finger3-Finger RobotiQ gripper [29].

In the ‘pinch’“pinch” mode on the top left side of FigureFig. 1, the gripper acts as a two-finger model2-Finger one because its fingers ‘B’“B” and ‘C’“C” are on the same side, and they move closelyclose together. The next mode is the ‘scissor’ mode in which the “Scissor” when exactly this closing–-opening ability of the gripper is used to pickon picking up an object. In the third ‘wide’“wide” mode, the ‘B’“B” and ‘C’“C” fingers are fan-like, and they provide a firm wide grip for longer objects. ForIn the case of the leftmost ‘normal’“normal” grip, the three fingers moveare moving in parallel and, depending on the relative position of the object, the fingertips also turn on it for greater precisiona more precise use.	Comment by Proofed: Do you mean 'in parallel' here? Please check. 

From the software point of view, both grippers can be directly programmed from the robot's program code. Despite the fact that both grippers are from the same manufacturer, which could make the development easier, the commands of one of the grippers had to be modified to avoid conflict between the individual instructions.
A typical scenario is that the robotic arm picks up and transfers a part to the fixed gripper, which grabs it, and after that, another part is placed or pressed with the desired force by the robotic arm on the part fixed by the immobile gripper. There are some detailedmeticulous tasks, such aslike the insertion of a spring in a housing, which have to be performeddone by the human operator.
In thisthe environment, it is also possible forthat the robot to holdholds a screwdriver and fastenfastens the assembled parts with screws atwith the set torque limit (FiguresFigure 3 and Figure 4).
[image: ]
[bookmark: _Ref61555659]Figure 3. Illustration of the robotised screwdriving of a push-buttonPush-Button element in whichwhere the spring hashave to be inserted manually.


[image: ]
[bookmark: _Ref79972512]Figure 4. Illustration of the robotised screwdriving of a ball valveBall Valve element.

The prototype was designed specifically for the previously shown push-button element. However,, however it can be easily redesigned for another part, or a universal piece can be made to support different types ofvarious product assembly.
FollowingA form-fitting construction develops after the parallel movement of the fingers, a form-fitting shape is created that holds which keeps the part motionless while the required actions are carried outdone. Because the holder is connected to sits on the fingertips, slippage isfingertip it also prevented in cases where prevents the slipping of the part in case too large pressing force is applied is too great or an inappropriate human movement occurs.	Comment by Proofed: This paragraph was a little difficult to follow. I have made some changes to clarify the language (with the help of the images), but please check that I have retained your original meaning. 

The proposed solution with the immobile three-finger3-Finger gripper satisfies the requirements of a flexible fixture for certain parts. In this scenario, human–Human-robot collision problems might occur iftake place in this case when the human operator forgets the predefined assembly task sequence whenat the beginning the assembly of a new product, reaches assembly, grasps for an assembly part and the hand trajectory of his hand intersects thatthe trajectory of the robot.	Comment by Proofed: I have made some changes here to make the language more concise but also to avoid gender-specific language (i.e. 'his').

To demonstrate a flexible assembly with the three-finger3-Finer gripper, an additional application washas been developed in which, where both grippers werehave to be used to perform the assembly task, requiring and at the same time human intervention may be required at certain points of the assembly process at the same time.. In the task, a didactic meter, which had been packaged must be packed with a transparent plastic lid and a metal base, werewhich are pushed together at the beginning of the operation ((“presumably, this” packaging material camearrived this way from the supplier). TheSo the operation steps of the complete assembly wereare the following:	Comment by Proofed: The meaning here was a little unclear. I have made some changes for clarity, but please check that I have retained your intended meaning. 
	Comment by Proofed: I'm not sure what is being referred to here. Please check that this is the correct terminology.

1. Pick up the pushed packaging material with the robot arm and fix the base with the three-finger 3-Finger-gripper.
2. Remove the lid from the base and put it down (Figure 5).
3. Pick up the didactic meter and place it ontointo the metal base.
4. Put the plastic lid back onto the base.
5. Fix the packed object, release the three-finger 3-Finger-gripper and put it back in its starting positionto the place of issue.	Comment by Proofed: Is this what you mean here? Please check. 


[image: ]
[bookmark: _Ref61558099]Figure 5. Illustration of the second step.

Inserting the didactic meter into its place is the bottleneck in the assembly process. Normally,In the normal way the robot finds the hole with a small spiral movement using force sensing. Since the gap is narrow between the meter and the base is narrow, this operation is not always successful (see Figure 6), in which case, human intervention is possible or necessary to avoid any wastagewaste. 

[image: ]
[bookmark: _Ref61558248]Figure 6. Illustration of the failed insertion of the didactic meter insertion.

In some instancescases, the next operation (putting the lid back) correctedcorrects the skewedskew didactic meter, and it slippedslips into the base. However, however the success of a process should not be based on coincidence, and this is when a collision predictor system can be very useful. AnWith an easy movement bymove from the operator can prevent wastage,making waste thereby reducing costs.
It is a simple operation sequence, but because of the positioning errors, human intervention may be required during two of the steps.
Pre-collision approach as a predictor
In order to avoid collisions with the robot, either the robot trajectory has to be modified in real -time (which might cause additional production time, something which companies want to avoid) or the human operator has to be warned with a pre-defined understandable signal so the human movement can be modified in time.
The warning signal can be given to the operator in several ways:. A visual, acoustican acoustical or a tactile. signal can be used. In this paper, the latter has been developed as a part of a PREdictor of Human–HUman-RObot COllision (PREHUROCO) framework. The subject of the prediction in this case isare the predetermined movementmovements of the robot, which can be recorded and will occur after a certain time, so. So a similar framework had to be created to thatas described in [10]. However,, but instead of a digital twin of the robot (real-time 3D visualisationvisualization of the robot),) a pre-played robot model motion was used together with the 3D skeleton model of the operator. The virtual collisions of the two models wereare used as trigger signals to warn the operator before a real collision.
Requirement analysis
The following features wereare needed foron the candidate software library, based on the requirement analysis of PREHUROCO:

1) Fully open -source: theThe system must fulfil with all the security requirements ofin a real manufacturing system;, therefore, complete full control of theover source code is obligatory.
2) Modular: theThe system should be divided into various software components, so the candidate software library must support responsibility encapsulation.
3) Distributed: inIn a manufacturing system, many computers and Internet-of-Things (IoT) devices can beare connected; together, therefore, the PREHUROCO software components must have the ability to run on different computers or IoT devices. 
4) Cross -platform: as the distributionAs a distributed requirement is forshows many computers and devices are connected together with differentvarious operating systems to be connected,, therefore the candidate framework should be cross -platform.
5) Programming language variability: as the distributionLanguage Variability: As distributed and cross-platform requirements are for different showed the variability of the devices and computer operating systemssystem in manufacturing scenarios, are high so the candidate software library should support different application programming protocolsApplication Programming Protocols (APIs).
6) Scalability: PREHUROCO software components should be developed independently of whether they run on the same computer or not. In terms of performance, the software components should becan be easily put together ininto one machine or, into one application and easilyor can be distributed.
7) Rapid prototyping: theThe candidate framework should provide examples or even pre-made components that can be improved during PREHUROCOthe implementation of PEHUROCO because the proposed system should deal with:
•	rigidRigid-body simulation,.
•	visualisation (including•	Visualization, even VR or AR),.
•	realReal-time 3D scanning,.
•	an X3D model format and.
•	variousVarious communication protocols.

[bookmark: _Ref61557781]Unity Engine [30] and Unreal Engine [31] are well- known cross-platform game engines. ApertusVR [32] is a software and hardware vendor-free, open-source software library. It offers a no-vendor-lock-in approach for integrating VRVirtual Reality technologies into industrial software systems. 
The comparison of the candidate frameworks considering the requirements is summarisedsummarized in Table 2.	Comment by Proofed: Please check the font here. 


2.

Table 2. Comparison of different frameworks in relation toconsidering the PREHUROCO requirements of PREHUROCO.
	Requirement
	Unity Engine
	Unreal Engine
	ApertusVRApertus VR

	Open source
	Partially
	Yes
	Yes

	Modular
	Yes
	Yes
	Yes

	Distributed
	Partially
	Corner Case
	Yes

	Cross -platform
	Yes
	Partially
	Partially

	Prog. lang. variabilityLang. Variability
	Partially
	CornerCornes Case
	Yes

	Scalability
	Partially
	Partially
	Yes

	Rapid prototypingPrototyping
	Yes
	Yes
	Yes



Based on the PREHUROCO requirement analysis,  of PREHUROCO the ApertusVR software library was chosen for implementing the system. WithBy the help of thisthe ApertusVR software library, a distributed software ecosystem wascan be created via the Intranet/Internet, which was. Basically, it can be divided into two mainmajor parts, the coreCore and pluginsPlugins. The coreCore system is responsible for the Internet/Intranet communication betweenamong the elements participants of the distributed software ecosystem, and it synchronisessynchronizes the information between them during the session. The plugin mechanism makes it possible to extend the capability of any solution which is created by the ApertusVR library. Plugins can access and manipulate the information within the core system.	Comment by Proofed: I have made this change because 'participants' refers to people. My understanding is that people are not being exclusively referred to here, but please check. 



Explanation of the PREHUROCO system
The system is distributed intoto five major responsibilities:
1) 3D scanning of the human operator,.
2) streamingStreaming the joint angles of the robot,.
3) collision detectionCollision Detection between the human and the robot,.
4) alerting theAlert human tofor the possible collision and.
5) visualisingVisualize the whole scenario.

In the present study, theseThese responsibilities were implemented withby the help of the ApertusVR library, and each responsibility was encapsulated into six plugins [33]: the collision detection plugin, the visualisation plugin, theCollision Detection Plugin, Visualization Plugin, Kinect plugin, thePlugin, WebSocket server plugin, the Server Plugin, 5X3D loader plugin and theLoader Plugin, NodeJS pluginPlugin.

The seventh7th element wasis a WebSocket clientClient, which wasis implemented in the form of ana HTML site using thewith jQuery JavaScript library and the vibrationVibration API methodcall [34] for mobile phones;, but for more comfortable use, the WebSocket clientClient could run also run on a smart watchSmart Watch.
Figure 7 shows the realisedrealized system with the connections and applied protocols in an experimental set -up with an UR5 robot.
[image: ]
[bookmark: _Ref61557761]Figure 7. PREHUROCO system. System elements and connections of PREHUROCO with the applied protocols.	Comment by Proofed: In this figure, please change 'Visualization' to 'Visualisation' in line with British English. 


Collision detection pluginDetection Plugin [35]: this pluginThis Plugin was created based on the pre-made "bulletPhysics" Plugin of ApertusVR ‘bulletPhysics’ plugin.. Previously, this plugin had beenwas able to run rigid- body simulations,simulation but collision events were not assessedraised during these simulations.the simulation. The ApertusVR rigid- body abstraction of ApertusVR was enhanced by the functionality of collision events.	Comment by Proofed: Is this what you mean here? Please check. 

Visualisation pluginVisualization Plugin [36]: this plugin was This Plugin used as-is from the ApertusVR repository of ApertusVR for visualisationvisualization purposes.
Kinect pluginPlugin [37]: this pluginThis Plugin was created based on the pre-made "Kinect" Plugin of ApertusVR ‘Kinect’ plugin.. Previously, this plugin had beenwas able to create the skeleton of the tracked human or even its point cloud, but rigid bodies were not created. For collision detection, rigid bodies are mandatory; therefore, rigid bodies were created based on the geometries of the human skeletons.
Websocket server pluginWebSocket Server Plugin [38]: this pluginThis Plugin was created based on the pre-made "webSocketServer" Plugin of ApertusVR ‘WebSocketServer’ plugin.. Previously, this plugin had beenwas able to forward all events developedwhich are raised in the coreCore. For collision detection, only the collision event of the rigid bodies is necessary. During the implementation of that plugin, a filter feature was added to forward only the desired event into the WebSocket connection.
X3D loader pluginLoader Plugin [39]: this pluginThis Plugin was created based on the pre-made "X3DLoader" Plugin of ApertusVR ‘X3DLoader’ plugin.. Previously, this plugin had beenwas able to parse the X3Dx3d format and create only the geometries of the robot. For the collision detection, rigid bodies are mandatory; therefore, rigid bodies were created based on the parsed geometries.
NodeJS pluginPlugin [40]: this plugin wasThis Plugin used as-is from the ApertusVR repository of ApertusVR and allows to run a web server to be run to receivefor receiving the joint angle of the UR5 robot via HTTP requests.
In the PREHUROCO system, these pluginsPlugins are encapsulated ininto different applications. These different applications can be run on different computers to distribute the computational power and achieve real-time collision prediction. As the diagram in Figure 7 shows, these applications communicate throughover Internet/Intranet communication via different protocols.	Comment by Proofed: Please check that my addition here is correct. 

The collision detection application has to be run on a high-performance computingHigh Performance Computing (HPC) server to process the virtual collisions in real -time.
The Kinect application can run on a dedicated computer forof the Kinect device or on the same computer thatwhich calculates the virtual collisions.
The X3DLoader Plugin and the NodeJS pluginsPlugins are integrated into one application and can run onin the dedicated computer forof the UR5 robotRobot.
The WebSocket serverServer application can also be run on a different computer to ensure security and locality requirements.
The joint positions are stored in a jsonlist file, which is generated by executing the whole robot program. During the execution, the joint positions are ‘grabbed’“grabbed” and saved with a given frequency.
The speed of the simulation is equal to the speed of the robot movement, and the ‘forecast’"forecast" can be determined bywith the delay between the simulation starting time and the real robot execution start time.
Modified PREHUROCO system and measurements
During the validation process, the PREHUROCO system was reconfigured to eliminate any unnecessary delay inon the system. The reconfiguration process was achieveddone by the ApertusVR configuration feature; of ApertusVR, thus, all the pluginsPlugins were re-used without any modification. The previouslyThus, the previous distributed PREHUROCO system was therefore easily reconfigured to form a single application (Figure 8) and was able to run on a single computer.
The elimination of unnecessary network connections/delays was a crucial step in avoidingto avoid any latency infrom the system. Through thisBy that approach, the human–robot-collision calculation time of the human-robot collision and the human- operator reaction time were measured precisely. Timestamps were buffered before and after the collision events, the WebSocket message transmission/receiptreceive, and the human operator pressing the button on thepress via Bluetooth keyboard by the human operator.
[image: ]
[bookmark: _Ref61557850]Figure 8. Reconfigured PREHUROCO system.	Comment by Proofed: In this figure, please change 'Visualization' to 'Visualisation' in line with British English. 


The proposed framework wasFramework has been tested on two local network topologies. 
In the first case, the calculations werehad been divided into a cloud- service-based computer (with four virtual4 Virtual CPUs, 8 GB8GB RAM, running a Windows 10 operating systemOperating System) and ana HPC serverServer (Ideum with Intel i7-8700, RTX 2080 8 GB8GB GDDR6 NVIDIA graphics card, dual 250 GBDual 250GB NVMe M.2 SSD, 32 GB 2400 MHz32GB 2400MHz DDR4 RAM, running a Windows 10 operating system), andOperating System) the collision events were delivered to the WebSocket clientClient with significant delay.
By running all ApertusVR pluginsPlugins on the Ideum and sending only the collision events via a wirelessWireless LAN connectionConnection (2.4 GHz Wi-Fi4Ghz WiFi) the user experience was quasi real -time.
Figure 9 shows a virtual collision test running on the Ideum (HPC serverServer) with the skeleton model of a single operator (1), virtual UR5 robot movement simulation (2), a real robot (3), a Kinect sensorSensor (4)), and a mobile phoneMobile Phone (5) with an android operating systemAndroid Operating System, running the WebSocket clientClient to vibrate the device. 
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[bookmark: _Ref61558345]Figure 9. Virtual collision test.

The 3D scene was visualisedScene is visualized with a top camera view, but arbitrary camera views are possible.	Comment by Proofed: This sentence should be part of the previous paragraph.

To avoid the execution of large JavaScript files locally on the androidAndroid mobile phone, external calls to cdn.jsdelivr.net and code.jquery.com werehave been used. The ping time to these services werehave been measured with an android applicationAndroid Application (PingTools version 4.52),) which gave 9 ms and 30 ms as the average from three3 measurements, respectively.
The second network topology washave been used to measure the communication time of the system with five5 more people ofwith different gendersgender and agesage (see Figure 10). The reaction time of each operator washave been measured usingwith an android applicationAndroid Application (Reaction Test version 1.3),) which vibratesgives vibrations at randomised short time intervals (arandomized small – couple of seconds) – timeframes and calculates the average of five5 measurements.
[image: ][image: ]
[image: ][image: ]
[image: ]
[bookmark: _Ref79972748]Figure 10. Virtual collision measurements with five5 additional candidates.

The average calculation time of the human–-robot model collision until the HTTP-http request send was 98 ms, the.
The average time from the HTTP-http request send to the keypress event was 1,3551355 ms and the.
The average reaction time was 449 ms. 
Each virtual collision with keyboard pressing as confirmation washave been tested three3 times. 
According to a Bluetooth keyboard performance test, ‘Keyboard Performance Test "Microsoft delays in a non-interference test environment by approximately 40 to 200 milliseconds’milliseconds" [41], so.
So, the calculation time forof the human–-robot collision together with the network communication time would be less than 1 ssec by using this PREHUROCO configuration of PREHUROCO.
However, by using RakNet instead of HTTPhttp requests the performance of the system can be significantly improved. 
RakNet communication time measurements fromwith 223 collision events showed that only 36.,52 ms was needed on in average.  is needed.
Furthermore, it is worth mentioningto mention that with 5G communication an average two-way latency of 1.26 ms ± 0.01 ms would be possible, as notedmentioned in [42].
The Kinect pluginPlugin creates a simplified skeleton model from the human operator, which needs improvement. An anthropomorphic skeleton model or voxelisationvoxelization could be a solution in the future.
It shouldhas to be highlightedunderlined that the communication time increased by the human reaction time should not exceed the ΔT time between the pre-played simulated motion and the actual motion of the robot. A jsonlistJsonlist file of the simulated UR5 robot movement is provided in [43].

conclusion
In this paper, a commercially available gripper as a flexible fixture for assembly and a new pre-collision approach as a predictor for human–robot collaborationHuman-Robot Collaboration were presented. The proposed framework was realisedFramework had been realized with the help of a modular, distributed, open-source cross -platform (ApertusVR) with different programming API support and scalability solutionssolution.
Seven interconnected system modules werehave been developed with the goal of monitoringto monitor the movement of the human operator in 3D space, calculatingcalculate collisions with a virtual robot (with, which movements are pre-played movements rather thancompared to the movement of athe real robot) and alertingalert the human operator before a real collision could occurcan happen. Successful virtual collision tests with six6 candidates showed that the operator receivedreceives the warning signal immediately (under 1 ssecond) in the form of a mobile- device vibration to modify the planned movement. 
In some cases, real-time path planning is required, especially in a changing environment, such ase.g. when the position of the workpiece to be gripped is variable (e.g. litterbin picking). In a collaborative environment, this is a serious security challenge that the whole system has to manage. The static parts of the environment can be checked regularly throughtime by time with collision detection, but the presence of the human means that ‘simple’the "simple" collision detection is not sufficientenough. This was the main reason for the current research and development presented in this paper.	Comment by Proofed: Is this what you mean here? Please check. 
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