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ABSTRACT
With the increasing number ofNowadays, as more and more vehicles are travelling on the roads, finding a free parking space has become a time-consuming problem. Traditional car parksparking lots are not equipped with occupancy sensors, so planning a systematic traversal of a car parkthe parking lot can ease and shorten the searchsearching. Since car parkthe parking lot exploration is similar to the coverage path planning (CPP) problems, the core conceptsbase ideas of CPP algorithms can be used. This paper presents a method that, which divides mapsthe map into smaller cells by using trapezoidal cell decomposition and, then it plans the traversal by using the base idea of the wavefront algorithm core concepts.. This method can be used forin case of multi-storey car parks by planning, it plans the traversal of each floor separately and then the path from onea given floor to the next.following one. Several alternative explorational paths can be generated by taking different personal preferences into account, such as the length offor example, the driven route length and the proximitynearness to the preferred locations. The planned traversals are compared by step number, the cell visitedness ratio, the visiting number of visits to each cell and the cost function. The comparison of the methods is based on simulation results.
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Introduction
With an increasing number ofAs more and more vehicles are travelling on the roads, it is becominggetting a difficult task to find a free parking space. Several sensor-based parking assistant systems have been developed in the past decade to make it easier to findin order to ease the finding of a free parking space in busy areas, such as city centres and shopping malls. These systems mainly include sensors installed in each parking space that, which can detect the presence of a car by measuring its weight with pressure sensors;, sensing the car body with magnetic sensors or infrared and ultrasonic sensors can determine if something is in the examined area.
The main problem withof these parking systems is the need for extra infrastructure and sensors. As most car parksparking lots are not equipped with sensors, which indicate the occupancy of the parking space, aspaces, the vehicle mustshould drive passed aby the parking spacespaces in order to be able to detect if it isthe free ones [1]. There are also IoT (Internet- of- Things (IoT) systems, which involve not only the signals of the sensors, but also mobile applications, too [2]. These systems can navigate the driver to the free parking spaces in the shortest possible time.
The main purpose of this paper is to present an installed sensor-free car parkparking lot exploration method that, which navigates the vehicle toby all the possible free parking spaces. Autonomous vehicles are able to detect the free parking spaces with sensors installed in the vehicle (e.g. LiDAR [3]). As the coverage path planning (CPP) problem is similar to the car parkparking lot exploration problem, the core conceptsbase ideas of CPP algorithms can be used.
This paper is organised organized as follows.: Section 2 presents the most commonly used parking systemssystem and provides examples, while the of them. The formulation of the car parkparking lot exploration problem can be found in Section 3. Section 4 presents some cell decomposition and grid-based Coverage Path Planning (CPP) methods and explains how they are used the usage of them for car parkparking lot exploration. An improved version of trapezoidal cell decomposition can also be found in this sectionSection, too. Different traversal methods are presented in Section 5, while Section 6 introduces a. A cost function should be introduced in order to grade the free parking spaces. (see Section 6). The presented exploration methods are compared in Section 7, and the method for using them . The presented algorithms can also be used in multi-storey car parks, this method is presented in Section 8. Section 9 derives the conclusions from the different traversals and presents the possible avenues for future work.	Comment by Proofed: I have made some changes here to improve the flow. Please check that you are happy with these changes. 

	Comment by Proofed: You have requested British English for this document, but you appear to have used the American spelling here. I have made the necessary changes here and elsewhere in this paper. 

Click here for more information on spelling conventions in US and UK English.
	Comment by Proofed: This abbreviation has already been introduced. 

[bookmark: _Ref58865576]Parking assistant systems
The literature proposes various solutions for the autonomous parking with, where sensors are installed in car parksparking lots. These systems require a centralised centralized-parking system in which, where a server stores the occupancy of the parking spacesplaces based on the sensor signals. When a vehicle requests a parking spaceplace, the server reserves onethe parking places for the vehicle. 	Comment by Proofed: I have made this change for consistency.

CCTV systems are widely available in car parksparking lots. Consequently, the algorithms using image processing algorithms are able to detect the occupancy of a parking spaceplace based on camerathe signals. For example, of the camera. A. Athira et al. [4] present an optical character recognition system that detectsdetecting the occupied parking spacesplaces based on CCTV signals.
Another solution is the availability of IoT-enabled cities, often referred to as smart cities. Smart cities can provide information about the availability of the parking spacesplaces. If a centralisedcentralized parking system server is available, the vehicle is able to request information about the occupancy of the parking spacesplaces from the server. Fadi Al-Turjman et al. [2] present a survey of IoT- enabled cities. The use-case practicespractises are also presented, including the smartSmart payment system, the parking (SPS, Parking reservation system (PRS) and the eE-parking system.
There are several commercially available solutions for smart parking. In Hungary, two suchsimilar solutions can be found in Budapest. The first is Parkl [5], which is a smartphonesmart phone application, providing information about the location of car parks parking houses and making cashless payment possible. Parkl does not provide the exact location of the parking spacesplaces, but the location of parking zones in the city, where possible parking spacesplaces can be found. In comparison, Parker [6] (developed by Smart Lynx Ltd.) provides information about the exact occupancy of about 1,500cca. 1500 parking spacesplaces in the city centre. This solution uses preinstalled sensors in order to be able to indicate the occupancy of a given parking space toplace for the driver. Parker also provides aincludes the cashless payment service for itsthe users.	Comment by Proofed: Is this what you mean here? Please check.

The paper presented algorithm presented in this paper provides a car parkparking lot exploration method using CPP. Car parkcoverage path planning. The exploration of the parking lot is required becauseas no additional signals forof preinstalled sensors in car parksthe parking lot are used. ATherefore, a complete system is therefore required to perform the car parkparking lot search from the creation ofcreating the exploration path tothrough detecting the appropriate parking spaces and performing the parking manoeuvre. This system is called the autonomous parking system and. It consists of four subsystems, as the parking task can be broken down into four subtaskssub-tasks. 
The first task of the autonomous parking system is to provide an exploration path for the vehicle. The focus of this paper is to propose a solution for this subsystem by applying CPPcoverage path planning algorithms. This subsystem provides multiple goal configurations for the vehicle. These goal configurations are required, as the avoidance of preinstalled sensors leadslead to the loss of the goal configuration.
The second subsystem is a detector subsystem. The main task is to scan the environment and detect parking spacesplaces for the vehicle while the vehicle is driving along the exploration path [3]. In order to be able to detect parking spaces, a sensor mustis required to be mounted on the vehicle. The first subsystem should considertake the sensor parameters into consideration during the planning of the exploration path.
When a parking space is found, the third and the fourth subsystems plan and execute the parking manoeuvre [7], [8].
[bookmark: _Ref58874066]car parkParking lot exploration
The goal of car parkthe parking lot exploration is to plan a path leading toaround all the possible free parking spaces. The binary map ((e.g. Figure 2) of the car park (parking lot (e.g. Figure 1) is known, andwhere the parking spaces are treated as obstacles, too. While followinggoing over the planned path, a sensor (e.g. LiDAR) searchesis searching for a suitablean adequate free parking space.

[image: ]
[bookmark: _Ref60504656]Figure 1. Map of a car parkthe parking lot.
[image: ]
[bookmark: _Ref60504823]Figure 2. Binary map of a car parkthe parking lot.
In this formulation,Let  definesdefine the workspace of car parkthe parking lot exploration and  denotes the vehicle. The state of the vehicle is , where , while.  denotes the position of the vehicle in a fixedfix frame (the. (The orientation of the vehicle is not taken into account)..) The workspace consists of obstacles () and free spaces (, some of which needare needed to be visited (). The vehicle can move only in free spacespaces ).
The vehicle moves on a collision- free path (), where  is a scalar path parameter ( is the length of the whole path):).
	
	(1)


 denotes the points that are inside the range () of the sensor, which detects the free parking spaces:
	
	(2)


where  is the Euclidean distance between points and  points.

The pointsPoints seen whileduring traversing the path are:
	
	(3)


The aimtarget is to reach every position, that should be visited during the exploration:
	
	(4)


Other constraints, that should be considered are as followstaken into consideration:
· The start position is given .
· Cost can be assigned to the path as:  (e.g. length of the path).
· PreferredGiven preferable positions are provided for,, near which are considered first. Thethe parking spaces are looked for firstly.  cost can be assigned to the  position (e.g. distance from the targetgoal position).
· The traversal can be interrupted, when a condition is met (parking space detected with LiDAR).
· When stopping on the flying (at some point with  path parameter),) the cost of the traversal is the personal preference weighted () sum of  and   (the cost of the path up to that pointnow plus the cost of the position).	Comment by Proofed: I'm not sure what is meant here. Should this be 'while driving'? Please check. 

· There mightcould be constraints tofor the order of the configurations in  path (e.g one-way streets).
[bookmark: _Ref58865626]using coveragecovearge path planning methods
The purpose of CPPCoverage Path Planning methods is to plan an obstacle- free path that, which reaches every free point of the given configuration. 
This section presents car parkthe parking lot traversal- related computational problems. It also explains the idea behindof using CPP algorithms for the traversal and provides an overview ofalso overviews the most commonly used cell decomposition and grid-based methods. Finally, methods chosen for implementation are presented.
Related computational problems
CPPCoverage path planning is similar to the travelling salesman problem [10], in which the salesman has to visit all the cities viaon the possible shortest route possible and return to the beginningorigin. The cities are represented as nodes onof a graph and the routes between them are the edges. The travelling salesman problem is NP-hard, which means it is at least as hard as any NP -problem, so it cannot be solved with polynomial-time algorithms.
During the path planning, an important factor in terms of the path is the exploration of the environment. Two computational geometric problems are related to this: the. The museum problem [11] calculatesanswers the fewest number ofquestion, at least how many guards requiredare needed to observe the whole museum, while in. In the watchman problem [12], only the map of the region is given, and the main purpose is to plan the possible shortest possible path betweenamong the obstacles, so that the watchman cancould guard the entire arearegion.
Cell decomposition-based path planning
There are several cell decomposition-based path planning methods that, which divide athe map into cells. ExactThe exact cellular decomposition methods [13] divide the free space into various- sized nonoverlapping, not overlapping cells. The union of the cells covers the whole free configuration.
Trapezoidal cell decomposition [14] can only be used in polygonal environments, as it extends rays from the vertices of the obstacles. These rays and the edges of the obstacles form the cell borders, dividing athe map into trapezoidal or triangular cells. An example of this method can be seen in Figure 3.

[image: ]
[bookmark: _Ref58875161][bookmark: _Ref58875149]Figure 3. Example of trapezoidal cell decomposition [14].
Boustrophedon (Greek: ‘greek: "ox turning’)turning") decomposition [15] extends rays from the entry and exit points of the obstacles, so fewer rays are extended than in trapezoidal cell decomposition. Consequently,This draws the consequence, that the cells have a larger area. Figure 4 shows an example of this method.

[image: ]
[bookmark: _Ref58875528]Figure 4. Example of Boustrophedon decomposition [16].
When applying Morse decomposition [13], the critical points of thea smooth function, called the Morse -function, indicate the boundaries of the cells (see Figure 5).

[image: ]
[bookmark: _Ref60681225]Figure 5. Example of Morse decomposition [17].
GreedyThe greedy convex polygon decomposition [18] can be used when there are in case of polygonal obstacles. This method consists of two types of cuts: 
· a single cut: a cut from a nonconvexnoncovex vertex to an existing edge or another cut,
· a matching cut: cutting two nonconvex vertices.

First, all the matching cuts are made on the nonconvex vertices, then the single cuts are made for the unmatched vertices. In the example in Figure 6, the The matching cuts are green, and the single cuts are red. in the example of Figure 6. The cell boundaries are the set of cuts, and the edges of the obstacles.

[image: ]
[bookmark: _Ref58876821]Figure 6. Example of greedy convex decomposition [18].
After dividing the map, the adjacency matrix of the cells can be created. Two cells are adjacent if they have a common boundary, and the boundary has a given number of common points. The purpose of cell decomposition-based methods is to visit every cell exactly once, although it is not always possible. IfKnowing the adjacency matrix of the cells is known, a traversal can be planned, as it is known which cell can be visited from the current one. After creating the traversal, a path can be planned thatwhich leads through the cells in athe given order reachingand reaches every free point of the configuration.
Grid- based path planning
In contrast to the cell decomposition-based methods, grid-based methods divide the map into same- sized cells, called a grid. The cells are classified into two groups, those thatthe ones, which have obstacle points inside the cell, and those without obstacle pointsthe ones, which do not have any point of obstacles inside.
The wavefront algorithm [9] assigns distance values to every cell in the map, with each neighbouring cell being assignedgets one largerbigger distance value, starting from the initial cell, which has awhose distance value ofis 0. The traversal of the cells is based on distance values, and the neighbouring unvisited cell with the largestbiggest distance value is the following cell. If a number ofmore unvisited neighbouring cells have the same distance value, the following cell is selected randomly. An example of this method can be seen in Figure 7.

[image: ]
[bookmark: _Ref58954362]Figure 7. Example of a wavefront algorithm [19].
The spiral spanning-tree coverage Spiral Spanning Tree Coverage (SpiralSTC) method [21] builds up a graph with, whose nodes that represent are the centres of the obstacle- free cells and the edges that representare the lines between the neighbouring cell centres. The cells are divided into four subcells, which and they are classified into two groups: those that the ones, which have four unvisited subcells (called new cells)), and those thatthe others, which have at least one visited subcell (called old cells). First, every cell is unvisited, and the algorithm starts from the initial cell and marks it as an old cell. The initial cell is the root of the spanning tree. In the subsequentfollowing steps, every cell neighbouring cell of the current cell is tested, if it is a new cell. If the cell has a neighbouring new cell, a spanning-tree edge is added from the current cell to the neighbouring cell, and then the algorithm moves to a subcell of the neighbouring cell and addsadd the centre of the neighbouring cell to the tree as a node. If there is a backwards move-back from the current cell to a subcell of the parent cell along the right-hand edgeside of the spanning tree edges, the algorithm terminates. Figure 8 providesshows an example of this method.	Comment by Proofed: I have removed the abbreviation because it is not used again in this paper. 


[image: ]
[bookmark: _Ref58957015]Figure 8. Example of spiral spanning-tree coverageSpiral Spanning Tree Coverage [22].
Using coverage path planning methods for car parkparking lot exploration
In order to plan the traversal of a car parkparking lot, the map of the car parkparking lot should be divided into smaller regions. As most car parksof parking lots consist of polygonal obstacles, trapezoidal cell decomposition can be used to dividefor dividing the map. The cells can be treated as a grid, so the base idea of wavefront algorithm core concepts can be used to planfor planning the traversal of the cells. The main advantage of the wavefront algorithm is that it can take personal preferences into account by modifying the distance values of the cells.
[bookmark: _Ref58865792]Rectangular cell decomposition
As rectangular decomposition is based on trapezoidal cell decomposition, it can be only be used in polygonal environments. If the map contains nonpolygonal obstacles, the bounding boxes of the obstacles should be taken into account whenconsideration for decomposing the map. Trapezoidal cell decomposition decomposes the map usingby only one axis ( or ), so the decomposed map may contain cells coveringof large areas. The main disadvantage of this method is that the traversal of the cells is not unequivocal, so a path should be planned inside athe cell, from which all of the free parking spaces can be seen. 
Rectangular cell decomposition decomposes the map using bothby  and  axes, too. The final cells are the intersections of the cells decomposed by these and  axes. The final cells are smaller and rectangular, which isleads to the main advantage of this method;, every cell has only one neighbouring cell in each direction. An example of a decomposed map can be seen in Figure 10, where the colouredcolourful rectangles indicate the cells.
The adjacency matrix of the cells can be created after dividing the map. This matrix is ana  matrix, where  is the number of cells. The rowsRows of the matrix store the indices of the adjacent cells of every cell, in each direction. If two cells have common boundaries, and the vehicle can pass from one cell to the other, these cells are adjacent. Cells neighbouring obstacles and cells onin the edges of the map do not have four4 neighbouring cells, soin this case the neighbouring obstacles and edges are considered as their neighbours (an. (An implementational solution mightcan be to storeif these false neighbours asare stored with dummy indices, e.g. −-1). If there areIn case of one-way road sections, movingit is permitted to go from one cell to the other is permitted, but movingit is prohibited in the opposite direction is prohibited, so the  cell is adjacent to the  cell, but it is not true vice versa. This means, that the  row of the adjacency matrix contains the - cell index in the appropriate column, but the  row contains a dummy index instead of the  index.
More details of this algorithm can be found in [20].
[bookmark: _Ref58865837]traversal of the cells
Several different traversal methods are presented in this section. TheSection. As an illustration, the map presented in Section 5.1 iswas used as an illustration.
[bookmark: _Ref61253033]Map of the car parkparking lot
The car parkparking lot consists of only one floor, with the black areas representingrepresent the obstacles (the possible free parking spaces are also considered as obstacles). The red X represents the preferred location. The map of this car parkparking lot can be seen in Figure 9, the. The decomposed map can be seen in Figure 10 (rectangular decomposition was used) and the assigned distance values fromby the wavefront algorithm can be seen in Figure 11.
All the algorithms stop when the step number exceeds a given number, which depends on the number of cells. The maximal step number of the following simulations is 57.
[image: ]
[bookmark: _Ref59202817]Figure 9. MapThe map of the car park; theparking lot, red X represents the preferred location.
[image: ]
[bookmark: _Ref59202837]Figure 10. The decomposed map of the car park;parking lot, the initial cell is cell number 10.
[image: ]
[bookmark: _Ref59202856]Figure 11. The distance values of the cells.	Comment by Proofed: Please add 'the' to the heading at the top before 'map', i.e. 'Distance values of the map of floor 1'. 

[bookmark: _Ref59194435]Visitedness- and preference-based traversal
This method first visits the unvisited neighbouring cells (see 
Figure 12). If there are a numberIn case of more neighbouring cells that, which are unvisited, the cell with the highest preference value is the following cell (see Figure 13). 
[bookmark: _Ref60509235][image: ]
Figure 12. The visitedness of the cells determines the following cell, which is inthe red. one
[image: ]
[bookmark: _Ref60509252]Figure 13. The preferencePreference value determines the following cell.
In the map inof Section 5.1, there is one cell remainswhich remained unvisited in the end. This results fromis the consequence of the low preference values in that area. The algorithm visits only once the neighbouring cells of the unvisited cell only once, and the other cells have higher preference values, so they are the next cells of the traversal. A traversal designed by this method can be seen in Figure 14.

[image: ]
[bookmark: _Ref59210051][bookmark: _Ref59210048]Figure 14. The visitedness- and preference-based traversal of the car parkparking lot.
[bookmark: _Ref59194441]Visitedness- and preference-based traversal with dynamic preference
This method differs from the previous one byin applying dynamic preference. This means the preference value of the celllast visited lastcell is decreased during the traversal. In this case, the preference values of the cells were decreased by 2 every time they were visited. 
As a result,This is the reason why every cell could be visited;: the preference values of the cellsfirst visited firstcells were decreased enough so that the algorithm would selectchoose the cells withof lower preference values as the next cells, too. Figure 15 providesshows an example of this method.

[bookmark: _Ref59210107][image: ]
[bookmark: _Ref60559341]Figure 15. The visitedness- and preference-based traversal of the car parkparking lot with dynamic preference.
[bookmark: _Ref59194446]Visitedness- and preference-based traversal with dynamic preference whileand avoiding unnecessary cells
A It is possible that a map may containcontains cells thatwhich are not adjacent to parking spaces, as they do not contain any  pointspoint, so it is not necessary to visit them. In this case, the preference values of these cells can be changed to 0, and they can be marked as visited atin the beginning. The algorithm will then only visitvisits these cells in order to reach other cells. In Figure 16, the white cells represent the cells that do, which are not needneeded to be visited.

[bookmark: _Ref59210163][image: ]
[bookmark: _Ref60559394]Figure 16. The visitedness- and preference-based traversal of the car parkparking lot with dynamic preference whileand avoiding unnecessary cells.
[bookmark: _Ref59194451]Preference- and visitedness-based traversal
This method selectschooses the next cell based on its preference value (see Figure 17). If a number ofmore neighbouring cells have the same preference value, the algorithm selectschooses the following one, based on the visitedness of the cell (see Figure 18).

[image: ]
[bookmark: _Ref60509852]Figure 17. The preferencePreference value determines the following cell.
[image: ]
[bookmark: _Ref60509866]Figure 18. The visitedness of the cells determines the following cell.
As it can be seen in Figure 19, the cells with the highest preference values are visited multiple times, while cells with lower preference values may remain unvisited.

[bookmark: _Ref59210220][image: ]
[bookmark: _Ref60559442]Figure 19. Preference- and visitedness-based traversal.
[bookmark: _Ref59194454]Preference- and visitedness-based traversal with additional preference values
As preference- and visitedness-based traversal mainly selectschooses the next cell based on its preference value, this method should be used in cases where, when the driver wants to park at a given location. Additional preference values can also can be applied in order to attract the traversal to the desired location. Figure 20 providesshows an example of the applied additional preference values. The highest additional preference value (5) was added to the cell that, which contains the preferred location (see Figure 9), so each neighbouring cell gets one smaller additional preference value between 1 andin range of 5.	Comment by Proofed: I have made this change for clarity, but please check that it reflects your intended meaning. 

It can be seen in Figure 21 that the algorithm navigates to the highly preferred area in the shortest possible path, and subsequently,after that the traversal only movescircles around one obstacle by traversing the cells with the highest preference values.

[image: ]
[bookmark: _Ref59210267]Figure 20. The additional preference values.
[image: ]
[bookmark: _Ref59210447]Figure 21. Preference- and visitedness-based traversal with additional preference values.
[bookmark: _Ref59194458]Preference- and visitedness-based traversal with additional preference values and dynamic preference
The previous algorithm can also be applied when using dynamic preference values, too. In this case, the preference values of the visited cells are decreased by 2 every time they are visited. It can be seen in Figure 22 that the algorithm visits the cells with high preference values, but then also visits the neighbouring cells, too. In this case, every cell isbecomes visited. 
ThisIt is possible, this method might beis the closestmost similar to human thinking. First, it searches for free parking spaces in the highly preferred area, then it goes a bit further and returns to the preferred location. Finally, but in the end, it also visits the cells thatwhich are furthestfar from the preferred cells.

[image: ]
[bookmark: _Ref59210473]Figure 22. Preference- and visitedness-based traversal with additional preference values and dynamic preference.
MakingMake the traversal repeatable
The presented traversals do not lead back to the initial position. It is possible that no free parking spaces were found during the first traversal of the car parkparking lot, so the traversal should be repeated in order to find a suitablean adequate free parking space. There are two possible solutions tofor this problem: regenerate the traversal from the current cell as the initial cell or plan a path back to the initial cell from the current cell, so that the original traversal cancould be repeated.
[bookmark: _Ref60673324]Cost of the traversal
The quality of the detected free parking space can be measured with a cost function. There are two main factors that should be consideredtaken into consideration: the time spent with searching for a free parking space (whichit is proportional to the driven- route length,  in Section 3) and the distance from the preferred locationlocations ( in Section 3). There is a trade-off between these two factors, but the quality of a parking space also depends on personal preferences, too: the importance of the proximitynearness to athe preferred locationlocations or athe short driven- route length.
The  ( in Section 3) (5) is the sum of the distances between the cell centres during the traversal, the. The  ( in Section 3) (6) to the preferred locationlocations is the preference ( weighted sum of the Euclidean distances measured from the preferred location and thelocations. The cost function (, which is calculated for each cell, is a personal preference  weighted sum of the  and  (7). The smaller the  value is, the better a closernearer parking space is.

	
	(5)

	
	[bookmark: _Ref23244606](6) 

	,
	(7)



where  is the number of route sections,  is the number of preferred locations and  is the weighting factor.
The quality of a free parking space can be determined by the value of the cost function. The driver should establish a threshold value, and free parking spaces atof lower costs are adequate. The better a parking space is, the lower the value of the cost function is.
[bookmark: _Ref58865943]Comparison of the traversals
In this section, theThe previously presented methods are compared in this section. They are compared based on the step number (see Section 7.1), the cell visitedness ratio (see Section 7.2), the number of visits tovisiting each cell (see Section 7.3) and the cost function (see Section 7.4).
[bookmark: _Ref59201782]Step number
The step number gives the number of steps that were needed to visit every cell at least once. Traversing from one cell to another one is considered as one step. As the algorithm stops when more than a given number of steps is exceeded, the maximum number of steps in this map is 57.

[bookmark: _Ref20313325]Table 1. The number of steps needed when applying different methods.
	Method section number Number of the Section of the method
	5.2
	5.3
	5.4
	5.5
	5.6
	5.7

	Number of steps
	57
	56
	30
	57
	57
	42

	Number of unvisited cells
	1
	0
	2
	5
	8
	0



Table 1 shows how many steps are needed when different methods were applied. It can be seen that when the visitedness- and preference-based method (the method of Sections 5.2–-5.4) was applied, fewer unvisited cells remained. When there were cells marked as unnecessary to visit (the method of Section 5.4), only 30 steps were sufficientenough to visit all the other cells, and in the end, two 2 out of three marked3 cells remained unvisited.  from the marked cells. When dynamic preference (the method of Sections 5.3, -5.4 and 5.7) was applied, fewer steps were needed and fewer cells remained unvisited, too.
[bookmark: _Ref59201804]Cell visitedness ratio
The cell visitedness ratio representsshows the number of the visited cells relative to the number of the cells in each step. Figure 23 shows the visitedness ratio for the different methods usingwith different colours. Cells which were marked as unnecessary in Section 5.4 are also includedtaken into account in the number of cells. The legend gives the section number, in which the traversal of the method is presented.
[image: ]
[bookmark: _Ref59210504]Figure 23. Cell visitedness ratio of the presented methods.
First, every cell is newly visited for the first time, so this ratio grows atin each step. When applying the preference- and visitedness-based method without dynamic preference (Sections methods of Section 5.5 and Section 5.6), the final value of the ratio is lower, than in other cases. These methods visit only the cells with high preference values (60 %–-75 % of the cells). The other methods visit nearly all of the cells (more than 80 % of the cells). Applying dynamic preference (method of Section 5.7) makes the visiting of the remaining unvisited cells more probable. When visitedness- and preference-based traversal (methods of Sections 5.2–-5.4) was used, the algorithm firstly visited the unvisited neighbouring cells first, so there were fewer cells that, which remained unvisited.
[bookmark: _Ref59201814]The number of visits tovisiting each cell
The following diagrams show the number of visits tovisiting each cell. Numbers onat the horizontal axis represent the indices of the cells shown in Figure 10.
Visitedness- and preference-based traversal
This method’sThe traversal (of this method (see Section 5.2) visits the unvisited cells first. Cells with high preference values are visited more frequently (5–-6 times), but there is only one cell (cell 14) thatwhich is unvisited. For example,E.g. the preference value of cell 13 is 9 (see orange bar in Figure 24),) and this cell was visited 6 times (see blue bar in Figure 24). The diagram demonstrating of the number of visits tovisiting each cell can be seen in Figure 24.
[bookmark: _Ref59202010][bookmark: _Ref59201938][image: ]
[bookmark: _Ref61364665]Figure 24. Number of visits tovisiting each cell (of method presented inof Section 5.2)..	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

Visitedness- and preference-based traversal with dynamic preference
By applying dynamic preference (see Section 5.3), all the cells become visited and the maximum number of visits tovisiting each cell is four4. Most of the cells are visited once or twice, so the application of dynamic preference decreases the number of visits (Figure 25visiting (see Figure 25).

[image: ]
[bookmark: _Ref59202020]Figure 25. Number of visits tovisiting each cell (of method presented inof Section 5.3);, the preference values shown in this figure are the original values, not the decreased valuesones.	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

Visitedness- and preference-based traversal with dynamic preference whileand avoiding unnecessary cells
There can be cells in a map that doare not needneeded to be visited, because there are no parking spaces around them. In this case, they are only visited, if the traversal goes through them in order to reach another cell (see Section 5.4). In Figure 26, the only unvisited cells are unnecessary ones (unnecessary cell indices: 4, 5, 19). Due to the dynamic preference, the other cells are visited only once or twice.

[image: ]
[bookmark: _Ref59202036]Figure 26. Number of visits tovisiting each cell (of method presented inof Section 5.4);, the preference values shown in this figure are the original values, not the decreased valuesones.	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

Preference- and visitedness-based traversal
This method (see Section 5.5) visits the cellscell with a high preference value first and more frequently, because the algorithm selectschooses the next cell based on the preference value of the neighbouring cells. In Figure 27, it can be seen that most of the visited cells are visited 5–-6 times, but there are a large numberlot of unvisited cells.
[image: ]
[bookmark: _Ref59202107]Figure 27. Number of visits tovisiting each cell (of method presented inof Section 5.5)..	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

Preference- and visitedness-based traversal with additional preference values
In Figure 28, it can be seen that due to the application of additional preference values fewer cells arebecome visited, but they are visited 6 times. This algorithm (see Section 5.6) navigates to the most preferred location (there was an additional preference applied with a range of 1–5 and a value of 5 in the cell with index 12) in the shortest possible route (these cells are only visited once), then it only moves aroundcircles in the preferred area.).	Comment by Proofed: Is this what you mean here? Please check. 


[image: ]
[bookmark: _Ref59202123]Figure 28. Number of visits tovisiting each cell (of method presented inof Section 5.6)..	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

Preference- and visitedness-based traversal with additional preference values and dynamic preference
When applying dynamic preference (see Section 5.7),) all the cells arebecome visited, and each cell is visited a maximum of 3 times instead of 5–-6 times (Figure 29(see Figure 29).
[image: ]
[bookmark: _Ref59202144]Figure 29.. Number of visits tovisiting each cell (of method presented inof Section 5.7);, the preference values shown in this figure are the original values, not the decreased valuesones.	Comment by Proofed: The title at the top should be 'Number of visits and preference value of the cells on floor 1'.

[bookmark: _Ref59201824]Cost function
The algorithm can decide whether a free parking space is suitableadequate or not based on a cost function. The defined cost function is based on built up from two factorsparts: the driven- route length and the distance from the preferred locationlocations.

The estimated route length of a method depends on the step number;: the higher the step number is, the longer the route length is (see Table 2). The route length is measured in pixels (the real distance depends on the graphic scale of the map).

[bookmark: _Ref61252243]Table 2. The route length of each method.
	Method section number Number of the Section of the method
	5.2
	5.3
	5.4
	5.5
	5.6
	5.7

	Number of steps
	57
	56
	30
	57
	57
	42

	Route length
	6752
	6608
	3184
	6555
	6671
	4379


The other aspectpart of the cost function is the distance from the preferred location. The distance is calculated atin every step, and it highly depends strongly on the traversal method. The minimum distance from the preferred location is 50 pixels in this example.
Visitedness- and preference-based traversal
This method (see Section 5.2) visits the unvisited cells first, only reachingreaches the possible minimum distance 3 times during the traversal. It can be seen in Figure 30, that the distance is between 180 and 330 pixels most of the time.
[image: ]
[bookmark: _Ref59202162]Figure 30. Distance from preferred locations (location of method presented inof Section 5.2)..
Visitedness- and preference-based traversal with dynamic preference
Figure 31 shows that the shape of the distance function is similar to the function in Figure 30. This function also has three3 minimum points, due to the dynamic preference (see Section 5.3);) only the visiting order of the cells is different, and the unvisited cells are alsobecome visited, too.

[image: ]
[bookmark: _Ref59202488]Figure 31. Distance from preferred locations (location of method presented inof Section 5.3)..
Visitedness- and preference-based traversal with dynamic preference whileand avoiding unnecessary cells
This method (see Section 5.4) avoids the cells that, which do not have no parking spaces next to them, so the step number is lower, than in the previous methods. It can be seen in Figure 32 that the traversal visits the cell nearest to the preferred location only once, but the length of this traversal is much shorter due to the smaller number of steps.
[image: ]
[bookmark: _Ref59202204]Figure 32. Distance from preferred locations (location of method presented inof Section 5.4)..
Preference- and visitedness-based traversal
This method (see Section 5.5) visits cells with a high preference value more often. The preferred location is far from the initial cell, so it has a high distance value. Without an additional preference value, the algorithm also visits the preferred location 5 times, as it can be seen in Figure 33.

[image: ]
[bookmark: _Ref59202217]Figure 33. Distance from preferred locations (location of method presented inof Section 5.5)..
Preference- and visitedness-based traversal with additional preference values
By applying additional preference values (see Section 5.6), the traversal reaches the minimal distance from the preferred location 6 times ((see Figure 34). It can also be seen that the traversal repeats the same path, as one part of the function is repeated 5 times.

[image: ]
[bookmark: _Ref59202238]Figure 34. Distance from preferred locations (location of method presented inof Section 5.6)..
Preference- and visitedness-based traversal with additional preference values and dynamic preference
As a resultBecause of the dynamic preference (see Section 5.7), the cells that, which are further from the preferred location are also visited. The traversal has only three3 minimum points ((see Figure 35)), because when a cell becomes visited, the preference value of this cell is decreased.

[image: ]
[bookmark: _Ref59202252]Figure 35. Distance from preferred locations (location of method presented inof Section 5.7)..
[bookmark: _Ref58865907]Handling Multi- storey car parks
As there is a considerablehuge lack of free parking spaces in the city centres, an increasing number ofmore and more multi-storey car parks have beenare constructed in order to ensure there are enough free parking spaces to meet demand.for the citizens. The traversal of these car parksparking houses is similar to those in the presented methods.
The storeys of a multi-storey car park can be handled individually. This means that the traversal of each floor should be planned independently from the other floors, with the only extra requirement beingis the minimisingminimizing of the transition between levels. To plan a traversal of each floor, the map of the floor must be known. Some floors are preferred over others, so these floors should be traversedtravelled first. If there is no free parking space on the preferred floor, the driver must either go around againshould make another round or go to another floor.
The traversal to another floor can be forced so that the preference values of all the cells canshould be set to zero, except for the cell representingat the ramppassageway to the other floor, which has a high preference value with a large range. Figure 36 shows the map of the first floor of a car parkparking lot, and Figure 37 shows itsthe second floor. The car park  of it, the entrance of the parking lot and the ramp to the next floorpassageway are also indicated onin the maps. The maps of the floors are the same, with only differentthe entrance and exit locations are different.
[image: ] 
[bookmark: _Ref60511352]Figure 36. Map of the first floor.	Comment by Proofed: Please change 'parking lot' to 'car park' and ‘passageway to ‘exit ramp’. 


[image: ]
[bookmark: _Ref60511361]Figure 37. Map of the second floor.	Comment by Proofed: Please change 'passageway' to 'exit ramp'.

The planned traversals forof the whole car parkparking lot can be seen in FiguresFigure 38–40.-Figure 40. There arewere no additional preference values during the traversal, and the traversal is planned based on visitedness and preference, with dynamic preference values. The traversal of the first floor ((see Figure 38) is much longer than the traversal of the second floor ((see Figure 40). The first floor can be traversed in 56 steps, but the second floor needs only 33 steps to be traversed. The traversal method of the floors is the same, only the entrance locations are different. This example shows how the traversal depends on the location of the entrance point.

[image: ]
[bookmark: _Ref60513550]Figure 38. Traversal of the first floor.
[image: ]
Figure 39. Traversal of the first floor to the exit ramppassageway.
[image: ]
[bookmark: _Ref60513560]Figure 40. Traversal of the second floor.
[bookmark: _Ref58865963]Conclusion
As searching for a free parking space is a time-consuming task, the aim of this paper is to design different car parkparking lot exploration strategies.
The implemented algorithms used the core conceptsbase ideas of coverage path planning (CPP) algorithms, which is possible. CPP algorithms can be used, because the car parkparking lot exploration problem is similar to CPPcoverage path planning problems. CPP algorithms are used to plan the paths of vacuum- cleaner robots, lawnmowerlawn mower robots and robots for different purposes, which are designed to reach every free point of a configuration in the shortest possible time while avoiding the obstacles. During car parkparking lot exploration, the vehicle does not have to reach every free point of the map, it only has to drive by all the possible free parking spaces.
The car park map of the parking lot is decomposed by using trapezoidal cell decomposition. This method leads to cells with large areas, and the planned traversal contains reversals. If the map is decomposed using bothby  and  axes, the created cells are smaller, and every cell has only one neighbouring cell in each direction. In this case, the traversal can take personal preferences into account by using the wavefront algorithm. The distance values can be modified in order to attract the traversal to a given location (e.g..: entrances, liftselevators, etc.).
The traversal can be planned by taking the preference values and the visitedness of the cells into account. The first method presented method only takes the preference values into account, so the traversal does not visit every cell onin the map, only the ones with high preference values. Another method chooses the next cell based on the preference value, but in case of equal preference values, the next cell is anthe unvisited one. The third wavefront algorithm-based traversal is based on visitedness and preference, and it visits the unvisited neighbouring cells first. This method isvisits more likely to visit all of the cells onin the map.
In order to compare the presented methods, quality characteristics were defined: step number, the cell visitedness ratio atin each step, the number of visits tovisiting each cell and a cost function. The step number shows how many steps are needed in order to visit every cell; the algorithm stops if the step number exceeds a given number. The cell visitedness ratio shows the ratio of the visited cells atin each step. The cost function is based onbuilt up from two factorsparts: the driven- route length and the weighted sum of the distance from the preferred locations. If a free parking space is found, the decision as to whetherit can be decided if it is suitable isadequate based on the cost function.
The implemented algorithms were tested in simulations, the results of which are detailed in Section 5. The simulation results demonstrateshow that the different methods can be used in different situations. The visitedness- and preference-based traversals visit nearly every cell onin the map. If dynamic preference is applied, there is a higher chance, that every cell becomes visited. It is also possible, that there are cells that do, which are not needneeded to be visited. In, in this case, their preference value can be changed to 0, and they are marked as visited atin the beginning. These cells only become visited when the traversal passesgoes through them to reach other cells. Visitedness- and preference-based methods should be used as soon as possible when it is important to find a free parking space. These as soon as possible. The preference and visitedness-based methods visit the cells with high preference values more frequently. If additional preference values are applied, the traversal moves aroundcircles in the preferred area. If dynamic preference is applied, the traversal visits the preferred cells first, then goes further away from the preferred area. Preference- and visitedness-based methods should be used if it is important to park near the preferred location.
Future work will include testing the implemented methods in a real environment and handlinghandle situations in whichwhen multiple vehicles are searching for free parking spaces at the same time.
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