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Abstract — PW Doppler Ultrasound (US) is commonly
used in clinical practice for cardiovascular
applications. Nowadays, the performances of a Doppler
system are difficult to assess because a shared
worldwide standard is lacking. This work aims at
giving a contribution in the field, by defining a new
index for PW Doppler Quality Control (QC) by using
a commercial flow phantom, namely, the Lowest
Detectable Signal in the spectrogram image, which
scientific literature referred to as an index of PW
Doppler sensitivity. A novel automatic algorithm for
the estimation of such an index has been developed and
validated through the results comparison with an
observer judgement. Finally, a Monte Carlo
Simulation has been carried out for the uncertainty
analysis and robustness testing.

I.  INTRODUCTION

Pulsed wave (PW) Doppler Ultrasound is a Doppler
technique that allows to display the spectrograms of blood
flow velocity from specific depths in tissues by means of
short and quick ultrasound pulses. In particular, it is
possible to accurately measure the real-time blood velocity
in a sample volume (SV) placed at a specified depth (set
by the operator along the path of the US scan line) from
the transducer/medium interface. In this regard, the
evaluation of the performances in medical Doppler
systems is a widespread and actual issue for the scientific
community [1-4], despite the lack of a shared worldwide
standard on US equipment testing [4-6]. The main
professional bodies in the medical US field (e.g. American
Institute for Ultrasound in Medicine, AIUM and Institute
of Physical Sciences in Medicine, IPSM) recommend a
great number of Doppler test parameters to implement in
QC protocols [7-9]. Among them, the lowest detectable
signal may be considered mandatory for PW applications,
since blood flow detection is a fundamental issue for

Doppler performance. The Lowest Detectable Signal in the
spectrogram image (LDSimg) is the minimum signal level
that can be clearly distinguished from noise. Literature and
professional bodies refer to LDSimg as an index of PW
Doppler sensitivity [3,7]. In [10] the maximum sensitivity
has been defined as the measurement of the weakest echo-
Doppler shift signal (linked to the LDSimg through the
cosine of the insonification angle) that a US system can
detect and display on PW image above the electronic
noise. Indeed, such parameter could be considered as an
important index to assess the US system performance in
QC. In clinical practice, sensitivity outlines the ability to
detect Doppler signals from small vessels for increasing
distances from the US probe. Therefore, this study is a first
step to quantify the flow sensitivity in terms of maximum
depth of penetration [10]. The aim of the present study is
the implementation of a novel automatic algorithm for the
LDSimg evaluation by means of a commercial flow
phantom, and its validation through the results comparison
with an observer judgement. Data have been acquired from
a linear array US probe for two different settings at two
Doppler frequencies each, resulting in four datasets.
Finally, the work focuses on the uncertainty analysis of the
automatic LDSimg estimation by means of a Monte Carlo
Simulation.

II.  LDSimg ESTIMATION RATIONALE

In current scientific literature, there is no a shared
consensus on the test protocols for the LDSimg estimation.
However, factors that affect the lowest detectable signal
can be objectively identified. They can be classified in two
main groups according to the device from which they can
be set:

a) US scanner (Doppler frequency fo, scanner settings,
sample volume length SVi, sample volume depth
SVbp, insonification angle 0);
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b) test device (Blood Mimicking Fluid BMF, velocity v
and reflectors density).
More in detail fy, v and @ directly affect the Doppler shift
/b that constitutes the PW spectrogram, according to the
well-known (approximated) relationship:

fD;2fOZcosg (M
c

Furthermore, the more is the SVL in the flow, the higher is
the Doppler shift spread, as echoes from a higher number
of reflectors of different velocities are produced for the
same flow. On the other hand, a BMF with a higher
particles’ density, produces a more intense Doppler signal
for the same flow velocity, due to the higher number of
reflectors n at the same velocity. Moreover, the
spectrogram intensity depends also on the position of the
SV into the tube depending on the velocity profile of the
flow. Finally, SVp determines the spectrogram
attenuation: echoes from higher depths are affected by
higher attenuation, therefore they are represented in a
spectrogram weakening until it can no longer be
distinguishable from noise. From the consideration of the
factors above mentioned, it is possible to evaluate the
LDSimg from the sum of two contributions: (a) the
attenuation A, due to the path length of the echoes into
the phantom Tissue Mimicking Material (TMM) and (b)
the Doppler signal attenuation AG for reducing the echoes
into the spectrogram from maximum intensity to
minimum. In other terms, LDSimg can be expressed as:
LDS, )

img

=Aa+AG=28V,-a- f,+(G,

max Gmin)
where « is the (mean) attenuation in the TMM (usually
expressed in dB-cm-MHz™), f; is the central US Doppler
frequency, Gumar is the maximum Doppler gain before no
negligible noise appears in the spectrogram image and Guin
is the minimum Doppler gain corresponding to the lack of
the signal, i.e. when the spectrogram intensity is very close
to zero and therefore it is not detectable. Moreover, if the
US system does not provide the Doppler gain in dB unit
(e.g. arbitrary units, au), a unit conversion is needed
through a specific procedure.

III.  MATERIALS AND METHODS

In this work, a novel automatic method for the LDSimg
estimation has been implemented starting from the
spectrogram images collected from a single diagnostic
system equipped with a linear array US probe. A Doppler
flow phantom Gammex, Optimizer® 1425A [11] has been
used to acquire many PW Doppler images from a tube
within a TMM and filled with a BMF fluid at a specified
continuous flow rate. The device consists of a hydraulic
circuit filled with a BMF, a TMM and an electric flow
controller (table 1). The LDSimg measurement has been
carried out using two different B-Mode and PW Doppler
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settings, i.e. set 1 and set 2, as well as two Doppler
frequencies (table 2), by setting the lowest and stable
velocity in the flow phantom and by keeping both SV size
and insonification angle constant, while the tube inner
diameter could not be changed because of the phantom
design. Therefore, during the spectrogram acquisitions the
SVbp only has been varied from 3.6 cm to 6.6 cm with steps
of 0.6 cm (fig. 1). In the acquisition process, the US probe
has been maintained still on the phantom scanning surface
through a holder ensuring the insonification angle to be
constant throughout the whole acquisition time.

Table 1. US phantom characteristics.

Ultrasound Phantom!!

US phantom model Gammex Optimizer® 1425A

Scanning material Water-based mimicking gel

Attenuation 0.50 + 0.05 dB-cm™-MHz"!

TMM Speed of Sound 1540 + 10 m-s™!
BMF Speed of Sound 1550 + 10 m-s™
BMF Density 1.03 g-cm™
BMF Average Particle diameter 4.7 pum

BMF Particle concentration 20 mg:ml!
Tube inner diameter (nominal) 5 mm

Wall thickness 1.25 mm
Velocity setting (nominal) 30 cm/s

In order to estimate the LDSimg for each SVp value, Guin
and Guar have been retrieved according to a specific
acquisition protocol. The latter has been subdivided into
two parts: in the first one, Gumin and Gmax values have been
chosen by eye according to an observer judgement with no
clinical expertise. Tests have been carried out in the same
laboratory without variations of lightening conditions. The
uncertainty of the human eye in the determination of the
gain level at which PW signal disappears and noise appears
in the image spectrogram has been estimated as 1 au (gain
arbitrary unit) respectively.
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A B
Fig. 1. B-Mode images at 6.2 MHz of the flow phantom

tube with SV at depth A) 3.6 cm and B) 6.6 cm, for set 1.

S\-’n = 6.6 cm

Secondly, PW frames have been acquired by varying
Doppler gain from 0 to 100 au with steps of 5 au to identify
Gmin and Gmax values through an automatic detection
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algorithm implemented in MATLAB. The estimation of
the two Doppler gain values has been carried out by two
different procedures. The compatibility between the
results obtained through the automatic method and the
scores of the observer judgment has been evaluated
according to the criterion illustrated in [12].

A. Guin automatic estimation

Two Regions of Interest, ROI; (signal) and ROl (noise),
with the same size (972x120 px) have been drawn on the
PW image in correspondence of the spectrogram and noise
respectively (fig. 2A). The mean gray level value u, inside
the ROI, has been calculated to estimate the noise level,
while ROI;s has been firstly subdivided in 3240 cells of 6x6
px and the mean gray level values s of each cell have
been calculated, resulting in a new matrix ROIls.
Afterwards, a SNR matrix has been calculated whose
elements are given by the following expression:

Hi (3)
"ou,

SNR, =

SNR matrix has been obtained for increasing Doppler gain
values. Among them, the automatic algorithm established
Gumin as the first gain value for which the number of cells
with SNR; > 2 is higher than 1% of the total number of
cells.

Table 2. Settings for the ultrasound system.

Ultrasound System

B-Mode settings

Parameter

Set 1 Set 2
Dynamic Range Maximum 0.47-Maximum
Field of View (mm) 70
Overall Gain (au) Medium
TGC (au) Cursors ag(%;e;i(l riln medium
Power Transmission (%) 100 90
Line Density Maximum
Compound Off Medium
Pre-processing: edge 3 1
enhancement
Pre-processing: persistence 0 7
Post processing Linear
Image format DICOM

PW Doppler settings

Parameter

Set 1 Set 2
Doppler Frequency Range (MHz) 53-6.2
Wall Filter (Hz) 15 104
SVL (mm) 1.5
SVb (cm) 3.6+6.6
Insonification angle (°) 52

Set 1 = parameters setting for raw working conditions; Set 2 = parameters
setting for best working conditions as provided from the specialist.

B. Guax automatic estimation

For Gmax determination the ROI, has been used (fig. 2B).
As in the previous paragraph, it has been firstly subdivided
into cells of 6x6 px and the mean gray level values i of
each cell have been calculated, resulting in a new matrix
ROIn2 obtained for increasing Doppler gain values. Among
them, the automatic algorithm established Gyax as the first
gain value for which the number of cells with s > 3 is
higher than 1% of the total number of cells.

Fig. 2. ROI; and ROI, on PW image at 6.2 MHz with SV at
depth 4.2 cm in correspondence of A) Gmin = 20 au and B)
Gmax = 55 au, automatically determined with set 1.

IV.  MONTE CARLO SIMULATION

As already experienced in other studies [13-16], MCS is
a powerful tool to estimate the uncertainty and assess the
robustness of measurements processed by software. In
table 3 all the distributions assigned to the variables
influencing the LDSimg expressed in (2), are listed: the
TMM attenuation « has been set as a normal distribution
whose standard deviation (SD) has been retrieved from the
phantom datasheet by supposing a 95% confidence level,
while the depth z has been set as a uniform distribution
with mean value equal to the i-th SVp (i.e. from 3.6 to 6.6
cm) and SD estimated from the SV spatial length (through
a uniform distribution with amplitude equal to sample
volume resolution). On the other hand, uniform
distributions have been assigned to the automatic AGuauo
and the observer AGops gain differences, whose mean
values are both given by Gumaxi — Gmin: for the different
datasets considered in this work, while their standard
deviations are dependent on the acquisition protocol.
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Table 3. Variables settings in MCS.

observer judgment, even if they slightly deviate from the
constant trend in the former method at 6.2 MHz.

Table 5. Automatic and Observed LDSimg outcomes (Set 2).

Parameter Distribution Unit Mean £ SD
TMM dB-cm™!
+
attenuation o Normal -MHZz"! 0.500 +0.025
Depth z Uniform cm SVpi+0.3
Automatic
Doppler Gain Uniform au AGqi+2.0
AGGM!O
Observer
Doppler Gain Uniform au AG,i+0.4
AGD[):

The Doppler probe frequency fo uncertainty has been
considered negligible because of the narrow bandwidth of
the transmitted pulse. The number of iterations for MCS
has been set at 10° cycles.

V. RESULTS AND DISCUSSION

The LDSimg results for the linear US probe obtained with
the automatic and observers’ judgment for set 1 and set 2
are reported in table 4 and 5 respectively. The standard
uncertainties values have been retrieved from the
distributions obtained through MCS. As reported in table
4, the LDSimg values are almost constant for increasing
sample volume depths as expected, even if for 5.4 and 6.0
cm, significantly deviates from the constant trend. This is
probably due to the presence of nylon pins above the tube
(fig. 1) that cause a further attenuation resulting in a wrong
identification of both Gumi» and Guax. Nevertheless, there is
a good agreement between the automatic method and the
observer judgment as well as between the two probe
frequencies, since discrepancies between most of the
measurements are less than their uncertainties.

Table 4. Automatic and Observed LDSing outcomes (Set 1).

Automatic LDS;y¢ (dB) | Observed LDS;ng (dB)
(Sc\l;D) “Pen” “Gen” “Pen” “Gen”

frequency | frequency | frequency | frequency
3.6 30+£8 41 +£8 41 +8 40+7
4.2 390+£8 41 +8 41 +8 40£7
4.8 39+7 53+ 11 43+£8 43+7
5.4 140 + 39 43+6 147 £ 50 61 +12
6.0 51+10 83+£22 64+ 14 8924
6.6 39+3 47+4 38+3 42+3

Pen and Gen are the Doppler probe frequencies corresponding to 5.3 and
6.2 MHz respectively.

Table 5, instead, provides a lower number of outcomes
with respect to SVp considered in the study because set 2
highlighted the PW spectral content in such a way that at
lower depths Gumi» could not be retrieved (3.6, 4.2 cm and
4.8 cm for 5.3 MHz only), i.e. for G =0 au the spectrogram
was still shown in PW image. Furthermore, the results are
compatible between the automatic method and the
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Automatic LDS;yg (dB) | Observed LDS;ng (dB)
(Sc:;])) “Pen” “Gen” “Pen” “Gen”
frequency | frequency | frequency | frequency
4.8 60+ 13 44+ 6
5.4 45+7 60+ 13 46+7 44+ 6
6.0 45+7 49+6 46+7 50+6
6.6 38+3 43+3 39+3 43+3

VI.  CONCLUSIONS

In the present work, LDSimg, a novel index for PW
Doppler QC performance test, has been defined and
retrieved through a novel automatic algorithm developed
in MATLAB. The latter has been validated through an
observer judgment. The overall results of this preliminary
study show a good agreement between the different
datasets therefore suggesting a promising reliability of
such parameter. Further studies need to be carried out with
different phantom models free of targets and/or cysts that
could be a detrimental factor for the LDSimg measurement.
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