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ABSTRACT
The pillars of Industry 4.0 require the integration of a modern smart factory to be integrated, data to store data age into the Cloud, to access to the Cloud for data analytics, and information to shareing information at the software level for simulation and hardware-in-the-loop (HIL) capabilities. The resulting cyber-physical system (CPS) is often termed the called cyber-physical manufacturing system, and it has becomes crucial  fundamental to cope with this increased system complexity and to attain the desired performances. However, since a great number lot of old production systems are based on monolithic architectures, with limited external communication ports and reduced local computational capabilities, it is very difficult to ensure make such production lines are compliant towith the Industry 4.0 pillars. A wireless sensor network is one a solution for the smart connection of a production line to a CPS cyber-physical system architecture, elaborating data through cloud computing. The scope of this research work lies is toin developing a modular software architecture based on the open service gateway initiative OSGi Fframework, which is able to seamlessly integrate both hardware and software wireless sensors, to send data into the Cloud for further data analysis and enable grant both HILhardware-in-the-loop and cloud computing capabilities. The CPScyber-physical system architecture was initially has been firstly tested by using HILhardware-in-the-loop tools before , then it hwaas been deployed withinon a real manufacturing line for data collection and analysis over a period of two months.
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[bookmark: _Ref22393318]Introduction
In the Industry 4.0 era, smart factories are powered by cyber-physical systems (CPSs) and cloud computing (CC) technologies. Cyber-physical systemsPSs using CCcloud computing technologies enable allow smart objects (wireless or cabled) and software modules to both communicate and interact with each other. The European H2020 research agenda considers the CPSs asto be “‘the next generation of embedded Information and Communication Technology (ICT) systems that are interconnected and collaborating, providing citizens and businesses with a wide range of innovative applications and services”’ [1]. Cyber-Physical Systems applied to the fields of manufacturing or production are often referred to as cyber-physical manufacturing systems (CPMSs) or cyber-physical production systems (CPPSs) [2], and are expected promise to increase efficiency, precision, and performances as well as and bring unprecedented flexibility to the industrial manufacturing process. 
Today, the automated manufacturing facilities are commonly based on hardware solutions from different vendors. This often leads to a heterogeneous and inconsistent compound mix of automation technologies, each one addressing one or more specific automation problems within the facility. While each of these single systems can acquire and transmit data, they se systems are generally indeed not designed to easily convey the available information to other production lines or manufacturing systems, located within the same facilities or in another place, state or country. Indeed,  Mmost of the actual automation systems are indeed based on monolithic architectures, with very limited communication ports and reduced local computational capabilities, which make it very difficult to acquire data for further data processing. In recent years, the use of a Wwireless Ssensor Nnetworks (WSNs) as a bridge between the automation technologies at the production level and the CCCloud Computing infrastructure for data analysis [3] (i.e., control, coordination, supervision and management) has become common practicefrequent, aand has even been also extended to different environments (e.g., smart grids, smart homes, etc.) [4]-[11]. Consequently, the market is seeking optimizsed solutions based on industrial WSNs to create parallel backbones to the programmable logic controller (PLC) infrastructure, in order to collect valuable data and send them to the Cloud for further processing [12].
For this reason, CPMSs compared to traditional manufacturing systems have to be modular, dynamic, flexible, networked, and large-scaled. They are also increasingly based on software, which has become their largest and most complex and large aspectpart [13]. Meanwhile, Tthe software development environment (SDE) needs to be somewhat rather different from that of standard embedded software development given that , considering that CPSs integrate computational capabilities and networks in addition to physical processes controlled by embedded computers. CPSs provide abstractions and modelling, design, and analysis techniques for the integrated whole [14]. The interaction and the data exchange between computers and physical systems requires fundamentally new architectures and innovative design approaches [15]. In addition to this, due to the increased system complexity, it has becomes crucial extremely important to model and simulate the physical system, or part of it, to verify the new algorithms and , as well as to reduce the development and production times. Finally, there is the Ccloud infrastructure. Cloud solutions provide a powerful platform to for harmonizseing incompatible connected devices. At the factory level, gateways are used to provide an intermediate layer between the proprietary protocols integrated in many vendors automation systems and the standard internet protocols that are required to access the Cloud. At the Ccloud level, different solutions are available for to realizseing large-scale widespread software systems that elaborate data from different sources to control and to manage real systems. Thus, the CPS-related challenges to be faced within the Industry 4.0 paradigm can be summarizsed as follows [16]-[18]: a Cconnected Ssupply Cchain (CSC) for real-time data analysis, new modular and dynamic software architectures, the capacity for bility to testing software and hardware before actual deployment via Ssimulation-Iin-the-Lloop (SIL) and Hhardware-Iin-the-Lloop (HIL) systems, Wireless Sensor Networks and data integration at the Ccloud level.
In this e present paper, we focus on a CPPS-related  case of study based on a real production line in order to address face the challenging CPS complexity. Specifically,In detail, we both present a new software architecture,  together with a CCCloud computing  layer. The Cooja WSNwireless sensor network simulator is used to simulate the data flow coming from a real production line, with the simulator  and it is integrated into a more complex system composed of by a modular, and extensible and interoperable software for managing heterogeneous devices, based on the open service gateway initiative (OSGi) framework. The Ccloud level is used to manage and analyse the data, as well as to expose business data and services via an external interface. This proposed solution has various different advantages:. On from one side, it allows for to verifying y the correctness of the WSN design using different simulated scenarios, while and on the other side, it allows for to executeing a Ccloud architecture stress test prior to before the commercial deployment.
The remainder of the paper is organizsed as follows. Section 2 reviews the relevant describes works in the existing literature before section 3 outlines which are related to the presented paper. Tthe proposed architecture and how each part is integrated within the entire system as a wholeare described in Section 3. The OSGi framework and the developed software modules tofor manageing heterogeneous types of sensors, both real and simulated, are then described shown in Ssection 04 before . Tthe Ccloud architecture is outlined described in Ssection 5, with a focusing on data management and performance. The Wireless Sensor Network  for industrial appliances simulated in the Cooja Ssimulator and , together with the gateway model for to exchanging e data with the Cloud, are then explained in Section 06. The Ppreliminary experimental tests and results are reported in Ssection 7 before . the paper is concluded with Rremarks and possible future works in section 8conclude the paper.
[bookmark: _Ref17849593]Related Works
In the literature, tThere exist numerous are many research papers on CPS modelling techniques. Here, a great deal of Many efforts haves been put intoon constructing compact and accurate mathematical models for complex processes, such as in [19]-[22]. In [23], the authors define a cyber-physical production system architecture, and a virtual factory is modelled and simulated using ETRI CPS Mmodel Llanguage (ECML). The parallel developments of Ccomputer Sscience (CS) and information and communication technology (ICT) on one sidehand, and of manufacturing science and technology (MST) on the other, are described in by [24], where the authors note pointing out the convergence of the two worlds, that isnamely, the virtual and the physical realms, ones in the field of manufacturing. A unified five5-levels architecture, namely, 5C architecture, is proposed by [25] as a guideline for the implementation of CPPS for manufacturing applications. Meanwhile, Tthe current status, the expectations, the advancement of CPScyber-physical systems in manufacturing and the related R&D challenges are is described byin [26]. However, Oonly a small number of few works, however, demonstrate show a simulation or a hybrid architecture of a CPS oriented to Industry 4.0, namely, CPMS. For example, in [27], the authors focus on a collaborative function dimension and they describe a list of CPS challenges (e.g., the CPS architecture of the Towers of Hanoi). Finally, Iin [28], the authors describe explain an algorithm for to managing the e energy consumption in Aautonomous Eelectric Vvehicles (AEVs).
Generally, the state- of- the- art research related to CPS applications deals with two different approaches, that is, namely a lot of CPS applications can be classified as top-down or bottom-up approaches for whatto aspects related  concernsto the flow of control and monitoring [29]. Top-down applications are concerned with  with the processes that are executable at a high- level [30]. However, while Tthey are are widely adopted spread in the world of industry, however the real industrial processes are bottom-up since because they are concerned with  hard-programmed and low-level devices [31]. An example of a bottom-up model was proposed in [32], with hich considered both event-driven and service-based models considered inn their authors’ architectures. The Eearly developments in Industry 4.0 were based on top-down architectures, where the devices notified the events, but the process control was defined at a high- level [33]. Moreover, in the at theinitial stages beginning, CSP applications were also considered as part of a computational [34] integration for closing the feedback loop of physical process. Nowadays, the implementation of an agent-oriented framework has led to a shift in changed thise views on control loops [35]. An interesting bottom-up architecture was proposed in [36], where the authors also considered the hardware components such as the WSNwireless sensors network, the storage units, and the computing system. However, the interoperability and the integration level must should be improved to ensure perform a better and reconfigurable connection between each hardware component. A bottom-up service-based CPS architecture was has been proposed in [37], where the traditional architecture, composed of by sensors, a physical platform, and a control system was combined has been mixed with an internet service framework to manage the control tasks. While Although the two systems are fully integrated together, the architecture does not provide an efficient and flexible solution that meets required by Industry 4.0 standards. Another CPS architecture that which follows a bottom-up approach is the EuroCPS that was the , a result of a European Pproject [38]. Here, Tthe architecture is based on a networked collection of hardware platforms used to acquire information in every context (factory, agriculture, smart home, etc.). While Tthe project is Industry- 4.0- ready, it  but lacks the interoperability to integrate the existing industrial commercial solutions and the flexibility to use custom machine learning algorithms for each monitored production line. Meanwhile, Tthe top-down approach has been followed within the development of ISO-IEC architecture, which was proposed by the ISO organizsation and is based on a previously realizsed Iinternet of Tthings architecture [39]. The innovation here lies in is the integration of between the internet- service-oriented architecture with with the virtualizsation; however, but the proposed solution is not low- level independent and the prevalent focus is prevalently on the business level.
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[bookmark: _Ref312437359]Figure 1. Block diagram of the proposed architecture.
Even if CPS applications would appear seem tto be replaceing older  supervisory control systems using bottom-up models, the existing applications reveal certain show some limitations related to thes about interoperability and modularity. While a top-down model has several limitations regarding concerning the communications with single devices, bottom-up models can prove be very difficult to be iimplemented due to the different developmental interface, language, and protocols related to the sensors and each bottom-unit. WithIin this context, a tentative solution is provided by the reference architecture model for Industry 4.0 (RAMI 4.0) [40]. However, even if the RAMI 4.0 is used in different industrial contexts, it adopts the UPC UA Sstandard to communicate with the production lines, while . However, most production lines do not currently use this standard.
In the present paper, we both present a new software architecture composed of by a modular and , extensible and interoperable software for managing heterogeneous devices, based on the OSGi framework, along with  and a CCCloud computing layer. The proposed architecture is not aimed at does not want to defineing an Industry 4.0 standard but does want to at demonstrating show how the integration of the OSGI framework within the Industry 4.0, enables allows to the system to be interoperable, extensible and flexible. As a solution, we the proposed paper anaanalyses  the employment of a gateway module for enhancing the interoperability and modularity following the OSGi approach.
[bookmark: _Ref17849606]Architectural Approach
This section provides a preliminary description of the modules compriosing the proposed architecture for CPS, which are as followsnamely:
· Physical sensor network at the production line level
· Gateway
· CCloud Computing
The proposed architecture can monitor a production line using a physical sensor network. The gateway sends data to the CCloud Computing module, which includes features and functions for data storage, data management, analysis, simulation, and visualizsation (see Figure 1). The proposed architecture does not 
perform direct control actions on the production lines; rather, buit  it allows for to performing monitoring tasks that which can be used at the supervisory ion level or for the decision support systems. 
It should be Nnoted that, the information provided by this architecture may be also used at the control level, but not in the low-level control field, where stability, reliability and synchronism are of utmost importance; these aspects are not the focus of our paper, and are well described in the control literature related overto  sensor networks, as in [41]. The last module, labelledcalled API Ttools, pertains regardsto the collection of programming procedures and algorithms for to provideing the access and connection to CCcloud computing, enterprise resource planning (ERP), material requirements planning (MRP), and other enterprise repositories, including from the Ggateway, wireless sensors, and front-end applications such as Aapps and Wweb-Aapps used for data visualizsation [42], [43]. In the remainder st of this section, we describe the modules of the architecture while highlighting the main characteristics they should possess, but without a detailed description of their implementation (which are instead provided in Ssections 04 and 5). HereIn the following, whenever the term word “‘CPS”’ is used, it referswill mean to “‘a CPS compliant with the proposed architecture”’. Meanwhileoreover, each of the following subsections will report first aprovide a description of the modules at the architecture level of architecture, before providing  then a more technical overview of the actual implementation.
Physical sensor network at the production line level
tThe production line is the physical system whichthat is monitored by a physical sensor network. The proposed CPS system aims to integrate the physical system into a virtual environment. Here, Ddata are gathered by the physical sensor network connected to the physical system. Data acquisition can be performed in two different ways, : the first of which way isnvolves the use of a PLC interface with industrial protocols, while ; the second one involvess the implementation of a WSN, which can be directly connected to the CCcloud computing via the gateway. The approach proposed in this work provides both modalities, and the format of the file used for data exchange is the same in both modalities. This flexibility is required necessary in view of to enhanceing the installation of a sensor network in different industrial scenarioscases [44]. In fact, in some cases, if the employed PLC does not have external communication ports for data exchange, plug-in wireless sensors are suitable for the implementation of a CPS system. A wireless sensor networkWSN is a simple solution in many cases where it is difficult to add new sensors to the electrical layout of a physical system, such as a production line. In fact, while Tthe use of a WSN is suitable for the integration of physical sensors in the CCCloud Computing module; however, the remote control of the production line, after closing the feedback provided by data analysis in the Cloud, requires connected machineries or PLC interfaces, an : this aspect that is not considered in this paper.
The implementation of the architecture presented in this paper considers a production line monitored by a WSN, and a Ggateway performing the bidirectional connection from/to the CCCloud Computing module. A WSN simulator was has been iimplemented to test the proposed architecture at the Ccloud and Ggateway levels prior to before actual deployment in a production line. Since the virtual nodes are simulated with the same firmware and properties as of the physical nodes, the WSN simulator can also be used to test the sensor network itself before physical deployment. A physical gateway was has been employed in the architecture for sharing data between the simulated network and the CCCloud Computing. However, Tthis aspect, however,  requires the Ggateway to be developed in a flexible and modular way to perform a re-configurable Ccloud connection, involving both physical and virtual nodes in the loop, as detailed in the following Ssection 3.2.
[bookmark: _Ref18107361]Gateway
The Ggateway (GW) is the embedded device that which can connect the PLC interface with the CCCloud Computing. The PLC-–GWGateway communication is provided by drivers based on the involved specific protocols, such as the PROFIBUS (process field bus) (PROFIBUS), process field network PROFINET (PROFINETPROcess Field NETwork), Fieldbus Foundation, mModbus, highway HART (aAddressable Rremote Ttransducer), CAN (Ccontroller Aarea Nnetwork), EtherCAT (ethernet for control automation), and the or Iindustrial Eethernet [45], [46]. MeanwhileOn the other hand, the Cloud communicationCC is based on internet- connection through a Wwireless Nnetwork, Eethernet, 3G, or LTE, etc. In this case, the protocols are based on the involved architecture, which includessuch as REST (RErepresentational Sstate Ttransfer ) or MQTT (Mmessage Qqueue Ttelemetry Ttransport ) [47]. However, the next generation of PLC can also send log files via FTP (Ffile Ttransfer Pprotocol), email, or text message, etc.
A modular programming approach of the GWGateway system, based on the OSGi Fframework, is proposed in our architecture (Ssection 04), which allows for the integration of with different types of sensors to be rapidly implemented. In fact, the connection with a new sensor can be performed through the addition of programming modules for data reading and for sending instructions. The modular programming of the Ggateway based on the OSGi Fframework also allows for simulated models to be integrated into a GWGateway system. The integration of simulations and simulated data is suitable in the early phase of the system learning, allowing for in order to performing the implemented algorithms prior to before the final installation into the physical production line.
Cloud computing
CCloud Computing is a necessary IT (Iinformation Ttechnology (IT) instrument for the digitalizsation of Industry 4.0 factories [48]. The concept of CCCloud Computing includes the storage of data in an “‘external”’ repository, and also services related to data analysis, simulation, and visualizsation. Therefore, within the context of smart factories, CCcloud computing allows for digitising the data to be sent from the manufacturing processes to be digitized, such that they can be stored and accessed by different smart devices [49]. 
In the proposed architecture, we present an HTTP Sserver that which provides all the functionality required needed by the Ccloud service (Ssection 5). The server It contains the database with all the information on the connected facilities, and their own sensor network. In addition, it provides an interface for any client-side application that which may be required want to manage values that which have been stored over time. Due to the complex queries on large amounts of data, a high level of performance is needed and a database that allows for efficient handling of Ttime Sseries Ddata (TMS) has thus been used [50].
[bookmark: _Hlk17641736][bookmark: _Ref17849613][image: ]
[bookmark: _Ref18110046]Figure 2: Bundles architecture.
GATEWAY
The GWateway connects the production line to the Ccloud services by considering each device, be it either physical or virtual, as a software module via the OSGi framework.

The OSGi Fframework
The non-profit open service gateway initiative (OSGi) was initiated born in 1999 through bythe union of IBM, Oracle, Philips, Sun, etc., with the aim of to standardizsinge  the approach tof modular applications development in the field of home and industrial automation. Today, the OSGi technology has been used in vehicles, in the final generation of the mobiles, and as well as in software, both in terms of desktop s and servers [51]. From the programming point of view, the OSGi present is a modular system for Java language, which defines the modality for to creating e modules and how they mutually to interact with each other atduring runtime [52]. The OSGi architecture is composed of by the OSGi Fframework and a set of bundles. The OSGi implements a centralizsed service-oriented architecture with loosely coupled services.
The advantages of using the OSGi framework include : platform and application independence, multiple services support, dynamic updates, service collaboration support, and security, with ; more details on this provided are available in [53].
Implementation Ddetails
The application developed with the OSGi framework is based on an extensible core to manage the dataflow related to multiple bundles that which cooperate via the by usinge of various services. The proposed approach provides a supervisor- bundle and a collection of bundles that which are related to sensors, devices, database management, data analysis, Ccloud communication and notification mechanisms. The supervisor- bundle represents the active extensible core to integrate the sensors and notification mechanisms into the software platform. This core is also used for the management of security events related to the sensors, while it can also run notification- events such as messages to the administrator, where threats are logged into the software platform. Specifically,In particular, notification- events are related to concern emails, push and text messages, alarms, etc. The management of the supervisor- bundle can be also performed by using a Wweb-access that which provides tools for local and remote bundles administration. It is important to note that while a message notification, associated with to specific events, is logically sent to the final users, it will be  but are physically sent via by a Ccloud infrastructure. The GWgateway creates the message with a specific payload and an alert tag that which is interpreted by a dedicated Ccloud function. Figure 2 shows the proposed Bbundles architecture, where sensors and devices are involved in the monitoring of any security-related events. In the proposed scenario, several combinations of sensors and devices are possible. For example, a sensor can be connected to a single device or to many, while it . A sensor can be active,  and directly sending data to the supervisor,, or it can be passive,  and requiring ing the polling of the supervisor module for initiating starting the acquisition. The local database, which is used to save data coming from the production line sensors, before transmission to the Cloud, consists both of both static and dynamic tables. While sStatic tables include the collection of every device involved in the system, while the dynamic tableones contain data and statistics. The Iinformation stored into static tables includes the device’s ID, credential accesses, and statistical indicators. This information is ey are updated when two types of events are notifiedcalled: a new Ccloud setting, or a new device added to the OSGi Fframework (in this case, a new bundle is installed in the software). Meanwhile, On the other hand, dynamic tables are updated during in runtime.
The approach proposed in this paper provides the direct transmission of the production data to the Ccloud Ccomputing module. Production data contain every variable related to the production process monitored by the sensor network. Therefore, while every raw data is sent and stored into the Ccloud repository, the statistical information is firstly elaborated by a local machine andbefore being , then, ssent to the CCCloud Computing for further elaborations and analysis. Static tables also include information on  about the processing time for the statistical analysis. Here, Aan asynchronous scheduler, integrated within a dedicated bundle, was has been used to implement this functionality. This scheduler can also both additionally schedule commands to run after a given delay, and to periodically execute the production data processing, which increases the computational efficiency. The number of tasks is directly related to the number of different devices installed withinto a given production line, and to the number of indicators to be monitored. When multiple tasks are needed, or when additional flexibility or capabilities are required, one thread is adopted to which manages the execution timer, and checks the tasks to be run at every second. A thread starts only if there is an indicator to be calculated and, as suchin this way, the complexity and the number of threads in the runtime are reduced. In additionaddition to this, the data processing has to be performed with some consideration of ing a consistent time interval ofor the extracted information. For example, while it is important to monitor the power consumption during the day, but it is also important to observe the status of the production line in terms of the true performance of the equipment’s productivity. In these cases, the task can be executed daily, weekly and monthly in order to verify the correct trend. The proposed bundles architecture for the asynchronous scheduler consists of three levels: Sscheduler, Ddispatcher, and Tthreshold. Here, While the Sscheduler module runs a thread when each event is verified, while the Ddispatcher module decides whether if the current event has to be associated with to a specific indicator and it notifies to all subscribed services to run the related data processing. Mean, while, the Tthreshold module Process executes the elaboration process. 
When the GWGateway starts for the first time, it must be identified within the Ccloud infrastructure by using its authentication key. The Ccloud login allows for all setting parameters to be downloaded and saved to the local machine. Here, the Ssettings contain information related to garding any alerts and the devices to be elaborated. The Ssupervisor module manages the login of the CPS. The sequence of all handshake phases such as the GWGateway settings requests are related to the first installation of the software platform within inside an enterprise’s system. 
A front-end web-based interface was has been implemented to perform the registration of the GWGateway related to a production line in the Cloud. The bundles, which manage the external connection with the production line, were have been tested via on a bench test using  with a real PLC and within a simulated scenario using a Wireless Sensor Network as part ofwithin an HILHardware-In-the-Loop architecture, as detailed in Ssection 03. The development of each bundle wais implemented using the Eclipse rich client platform (Eclipse RCP), which is a multi-language software development environment for implementing general purpose applications. 
Finally, the hardware employed in the research described in this paper is an Advantech embedded PC. It provides two 2 USB- pports (one for the integration of the bench test and one for connecting the external hardware with the Cooja simulator for HIL) and 2two ethernet- ports (one for the internet connection and one to integrate industrial communication protocols such as PROFIBUS or, PROFINET, etc). The OSGi framework, the attendant related Bbundles, and the WSN simulator were have been implemented in this system.
[bookmark: _Ref17849621]Cloud COMPUTING ARCHITECTURE
An HTTP Sserver provides all the functionalities neededrequired by the Ccloud service. Here, the Ccommunication is handled through HTTP requests that conform to a pre-specified REST application programming interface (API). The Ccloud service is comprised of various software components that receive, store and analyse the data streams created by the sensors. It hosts the databases that which contain the information on the users, associating them with to their own sensor network. In addition, it provides an interface for Cclient-side applications that wish ant to access the data that have been stored over time.
Origin of the information
The Ccloud service receives data through a pre-determined REST API. Any external component that complies to the API is able to use the entire storage and analysis pipeline. This means that the data acquired by the underlying system will be treated the same, regardless of  whether or not the system is real or simulated, enabling the usage of the system by both real and simulated components at the same time. The behaviour of the Ccloud service is consistent for both types of components, provided as long as the API is respected. However the data is acquired, it is ignored by the service, as it is not important for the following steps.
Forwarding
Once the data has been acquired, a complete HTTP POST request can be built and executed with the data as the payload. The Sserver is always ‘listening’ for these requests, waiting to execute its pipeline on the incoming data. The server also stores all the information regarding the users of the system and their devices inside a MySQL database. The information will be used to differently handle each request according to , based on the user and the device that produced the event, to decide, : ffor example, to decide where to store the newly received value. Due Thanks to the geographical replication of the database, the system becomes scalable, as the requests can be offloaded to the server that is nearest to the sender.
Persistent storage
All the incoming values will have an associated timestamp. In fact, each sensor will generate a constant stream of values and timestamps, which can be referred to as Ttime Sseries Ddata. For this reason, a database that allows efficient handling of Ttime Sseries Ddata is required, one that also maintains keepsa high levels of performance while executing complex queries on large amounts of data, which arises especially when the sensors operate at a high sampling frequency.
Moreover, the database must be intelligent enough to cope with large amounts of constants data, which are typically generated by binary or low-resolution sensors that which monitor processes operating at a steady state. MongoDB and Cassandra are the most likely candidates here, largely due thanks to their key-value nature, which ensures allows empty values are to not be stored on the disk. Repeating values can then be mapped onto the empty values to save huge amounts of memory. As shown in Table 1, while both are schema-free noSQL databases, but they differ in terms on of the method they use to physically store the data. MongoDB is a Ddocument store database, storing all data inside JSON documents on the disk, while Cassandra is a Wwide Ccolumn store, which means that any values with the same Ppartition Kkey are stored on the same Rrow. Here, Cassandra hwaas been chosen over MongoDB after comparing the scalability of the two DB systems. In fact, MongoDB is more efficient with small amounts of data, while Cassandra outperforms it when large ith big datasets are involved [55]. Since handling large amounts of data is vital to the system, Cassandra was clearly the best option. In addition, Cassandra does not follow a master-slave type architecture, making the addition of a new node as simple as creating and connecting it to the rest of the nodes. As the data is replicated across the nodes based on Cassandra’s configuration, it is also less likely that any catastrophic failure could result in the total loss of data.
[bookmark: _Ref18239093]Table 1: Comparison between Cassandra and MongoDB [54].
	Name
	Cassandra
	MongoDB

	Description
	Wide-column store based on ideas
of BigTable and DynamoDB
	One of the most popular document stores available as a fully managed cloud service or for deployment on self-managed infrastructure

	Primary Database Model
	Wide column store
	Document store

	Secondary database models
	
	Search engine

	License
	Open source
	Open source

	Implementation language
	Java
	C++

	Data scheme
	Schema-free
	Schema-free

	Secondary indexes
	Restricted
	Yes

	SQL
	SQL-like SELECT, DML and DDL statements (CQL)
	Read-only SQL queries via the MongoDB Connector for BI

	APIs and other access methods
	Proprietary protocol Thrift
	Proprietary protocol using JSON

	Server-side script
	No
	JavaScript

	Triggers
	Yes
	Yes

	Partitioning methods 
	Sharding
	Sharding

	Replication methods
	Selectable replication factor
	Master-slave replication

	MapReduce
	Yes
	Yes

	Consistency concepts
	Eventual Consistency
Immediate Consistency
	Eventual Consistency
Immediate Consistency

	Foreign Keys
	No
	No

	Transaction concepts
	No
	Multi-document ACID Transactions with snapshot isolation

	Concurrency
	Yes
	Yes

	Durability
	Yes
	Yes

	In-memory capabilities
	No
	Yes


For these reasons, handling big amounts of data is vital to the system, making Cassandra the best choice. In addition, Cassandra does not follow a Master-Slave architecture, making the addition of a new node as simple as creating and connecting it to the rest of the nodes. As the data is replicated across the nodes based on Cassandra’s configuration, it is also less likely that any catastrophic failure could result in the total loss of data.
Primary keys in Cassandra
Unlike Different from many other Ddatabase Mmanagement Ssystems, Cassandra uses the Pprimary Kkey, which is composed of Ppartition and Ccluster keys, to decide how to physically store the data. In fact, in selecting by choosing the timestamp as a Cclustering key, the data will be physically ordered on the storage based on the date the value was received. This ensures makes any query requesting asking for the latest available data available is deal with rapidly, fast even when ith huge amounts of data are involved.
To further improve the speed of more complex queries, a partition key that separates each day’s worth of data was has been used, which ensures makes even time range queries are scalable, regardless of the size of the database. In order tTo verify the effectiveness of the adopted solution, an experimental test was carried out to has been done comparinge both the execution time performance and the memory usage of between MongoDB and Cassandra when to saveing raw data coming from production lines. We used a Ddroplet model (SSD-based virtual machines) from by Digital Ocean with an installed Ubuntu Sserver (14.04 64 bit), 2 GB RAM available, 40 GB of hard disk, and 2two virtual CPUs (vCPU) (a virtual processor, which is a physical central processing unit ([CPU)] that is assigned to a Vvirtual Mmachine (VM))). We assumed the have supposed to monitoring of  10 production lines with an acquisition time of 1 s and a window acquisition time of 1 h. In this scenario, 3.600 (one production line), 10.800 (three production lines) and 108.000 (thirty production lines) records were have been collected and sent to the Cloud to update the Cassandra and MongoDB databases. MongoDB The vversions of3.0 MongoDB and Cassandra version are the 3.0 and 2.2 were used, respectively. 
[bookmark: _Ref18239618][bookmark: _Hlk17597055]Table 2: The calculated time to write key-value pairs.
	
	3.600
	10.800
	108.000

	Cassandra
	1.73 ms
	3.51 ms
	28.22 ms

	MongoDB
	1.06 ms
	2.89 ms
	15.16 ms


The results isare shown in Table 2, where it is highlighted that, with an increased number of records, Cassandra has a more stable performance than with respect to MongoDB, with a two-foldn  improvement of two times, while for small amounts of data MongoDB, has better time performance but it consumes a great deal lot of memory, as shown in Table 3.
Data visualizsation
The REST API provided by the server not only regulates not only data acquisitions, but also enables the development of Cclient-side applications to visualizse the values permanently stored on the Sserver. Once the Cclient conforms to the REST APIs provided by the Ccloud service, it can execute a certain number of queries on the stored values, the results of which will then be visualizsed through a template that can be chosen by the user themselvesitself.
A limited number of templates is provided for various purposes, such as the variables visualizsation, comparison with another unrelated variable, or simply the display of the current state of the variable. Every instance of a template connected to a variable is referred to as a “‘Wwidget”’ (see Figure 3). In addition, the Cclient application allows for the definition of the notification rules for each variable, with;  these rules are then checked by the Sserver whenever a new value is received. If the notification rule matches the newly received value, the user, whothat created it, is alerted via with the specified message. In short, Tthe conditions are all at the user’s discretion.
Data analysis	Comment by Proofed: It is requested to not use further sub-subsections. These have thus been incorporated within one single subsection.
Two types of analysis are possible in this system: Oonline and oOffline analysis. 
Online analysis
To execute online this type of analysis, the algorithms should will be constantly running on a dedicated server for each data stream currently in use. For each new value (or window of values) the algorithms will update their state and will generate notifications if needed. For example, one of these algorithms could be tasked with sending an alert whenever a device deviates from its normal behaviour due to a fault, failure or malfunction. These algorithms provide insight into the current state of each device in real time, making it possible to detect problems before they negatively affect the system performance, according to the so-called “‘preventive maintenance”’ paradigm.
Offline analysis
Meanwhile, in terms of offline analysis, 
Aafter the system has been running for a certain period of time, there will be large amounts of data that describe the behaviour of the physical or simulated system. The analysis of this data could may provide information on the efficiency of the process as a whole, which then can then be used to make better decisions. Due to the nature of the problem, the amount of data to be analysed will be large, which could involvetake prohibitive amounts of execution time. To resolve this issueproblem,, so-called Mmap-Rreduce methods are required, which improve the performance even when the algorithm needs to go over all the stored data to reach an useful conclusion [56]. The algorithm is run in parallel on each node of the cluster on a different part of the data, and the results are then unified to provide the results of the algorithm as a whole. This is only possible because the chosen DBMS provides APIs for user defined Mmap-Rreduce methods.	Comment by Proofed: You haven’t introduced this term.
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[bookmark: _Ref27082106]Figure 3: Example of a single value widget.
Data Management at Production Level: Testing 
 and Debugging
A production line can be modelled using by a set of inputs and outputs, be they digital or analogue. An embedded PC or a PLC is largely rather involved in a production line in terms of to controlling  all operations. Generally, the controller of a production line system, which is based on a PLC, reads input data at every fixed time-step and saves them to its memory. The Ddata temporally stored in the memory are elaborated, and the results of the logical or mathematical operations are exported to other memory locations. Following thisThen, another thread reads the values at each memory location and sets the physical output. The same approach also works if variables are acquired via Fieldbus. However, some PLC devices do not have a communication interface for to be integration ed with external applications, while ; additionally, some of them hasve proprietary protocols that which hinder their integration into software platforms for Industry 4.0. In contrastOn the other hand, , many recent PLCs can integrate external applications using standard and known protocols. This scenario continues to has been characterizsinge the market of automatic machines market, :with  old-style machines, from one hand, without any communication interface on one side, and new machines, on the other hand, which that provide advanced interaction features on the other. As already stated in Ssection 3, the presence of a WSN that which runs in parallel to the cabled sensor network in the production line and is , connected to the GWGateway (and thus to the Cloud), opens up new HIL scenarios. The proposed approach allows data to be acquired from the production line without limitationss related to the PLC device which is employed in the system. 
[bookmark: _Ref18239496]Table 3: Memory usages for write operation (MB).
	
	3.600
	10.800
	108.000

	Cassandra
	 6.04
	 8.1
	212.16

	MongoDB
	63.56
	281.02
	373.36


Once the specifications are available for the specific industrial process, then the WSN must be designed in view of  order to acquireing the variables which are needed to comply with the specifications (e.g., providing certain e some performance indexes). Then, according to the proposed architecture, the compliant OSGi bundle can be is developed, souch  that the data from the sensor network can be parsed in the GWgateway;, while  note that the same applies to software wireless sensor nodes. As suchIn this way, the information coming from the production line is stored in a Ccloud database, where analytics isare developed and performed. Finally, according to our proposed architecture, the information that is compliant with the specifications is sent back to the production line, where it can be used for decision support and/or automated supervision. As is clearit can be seen, our architecture is both system independent and flexible, thus allowing for to dealing with different industrial processes with the same functional blocks. Moreover, testing and debugging at both the Ccloud communication and the GWgateway system levels can be enabled prior to granted before the production deployment.
At the Ccloud communication level, a software module has been developed to generate random data packets that are to be sent/received for the testing of the Ccloud communication. This test is necessary for to evaluateing the communication performance, including in terms of the response time. At the GWgateway level, a WSN simulator has been implemented for testing and debugging the system behaviour in cases such as delay and loss of information. The proposed test case uses the Cooja as simulator to reproduce the behaviour of a WSN with different nodes. In this test, the production line and its outputs are simulated by the WSN (software part), and the GWgateway and the Ccloud communication (hardware part) are tested prior to before connection to the production line with, in a HIL scenario. It should be Nnoted also that in the simulated WSN, virtual nodes are simulated with the same firmware and properties of the physical nodes, which means thus it can be used to test the sensors network prior to before actual deployment on a real production line. The schemes ofor the two tests are presented reported in Figure 4.
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[bookmark: _Ref27576789]Figure 4: The two simulated scenarios.
(a) Left: Testing and debugging of cloud communication and database performances using random data.
(b) Right: Testing and debugging of cloud communication and database performances using WSN.
Testing and debugging of the cloud communication
This section describes the first level of simulation, which relates to gards the generation of data to be sent to the CCcloud computing for the application testing and debugging. Specifically,  In particular, the OSGi bundle is proposed and analyzsed in view of to ddescribeing  the communication formalism. The proposed module creates a background service application that initially which cconnects to the Cloud at start, using the login access, to download the configuration file-setting and the variable representation. This service application generates random data for to be saving ed intoon a memory buffer. A synchronizsed service-thread can read data from the same buffer and format them into a JSON data packet that will be to be sent to the CCcloud computing. As is described in the next sections, this JSON packet contains information related to the production line, the reference to the PLC memory location, the acquisition timestamp, and the set of each reading. Each data can be represented by the same variable type used in PLC programming, such as like Wword (2 byte), Ddouble Wword (4 byte), Bbyte, and Int e Char, while for the Ffloat type, a custom interpretation is used where the in which the data is separated into two parts (e.g., the type F5.3 is formed by 5five digits for the integer part and 3three for the decimal part).
Using the proposed data simulator, it is possible to simulate the interconnection of many production lines to the CCCloud Computing system. This approach also allows for testing and debugging the Ccloud features prior to the development of to be tested and debugged before to develop aa  physical production line. The performance of the CCCloud Computing in terms of response time, elaboration time, and data saving can be evaluated and compared with different database solutions such as MongoDB and Cassandra.
Testing and debugging of the gateway system
In this section, we describe the testing and debugging of the gGateway system using , in the form of a working example involving on a small-scale CPS prototype.
In the considered CPS prototype, A Cooja wireless sensor network simulator was has been used in the CPS prototype, while . The wholethe system as a whole is composed byof the following:
1) OSGi software Bbundles to manage the connection with the simulated Wireless Sensor Network, as described in the previous section.
2) A GWGateway (PC embedded) used to interconnect the production line with the Cloud and other machines (see Section 04).
3) A WSN simulator, namely, Cooja, and 10 simulated nodes that which exchange data using the collect tree protocol (CTP):
a. five5 simulated nodes used as a repeater or wireless extender.,
b. four 4 simulated nodes with HIL (interface with real I/O).,
c. one 1 simulated node used as a base-station.,
d. an HIL bench test.
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[bookmark: _Ref27564328]Figure 5: Simulation test architecture.
This scenario is represented in Figure 5, which shows the relationship between the bundles running in the OSGi Fframework and the simulated infrastructure based on Cooja and the HIL model. The WSN simulation was has been implemented using a Cooja cross simulator, which is an emulator of the programming code of the real nodes of a physical sensor network [57]. The Cooja simulator allows certainsome features, such as the transmission and connections, to be evaluated using virtual experiments. This activity is suitable for the debugging of the entire whole firmware since it allows for any possible problems and bottle necks to be identified prior to before the firmware actual release of the firmware and the hardware deployment. Sky motes awere used as nodes to reproduce a sensor network in the proposed simulation. The Advanced Sky GUI plugin, an extension of the Contiki Cooja for the sky motes [58], hwas been modified and used and modified.
This new plugin includes additional features such as the option to save I/O messages into a log file, in addition to the standard functionalities (user button, LEDs pin, serial communication, eight8 ADC ports and a virtual joystick). This feature is necessary to reproduce the behaviour of the base-station node when it saves a radio-message from the nodes to a log file. The Cooja simulation workflow also includes the OSGi bundle, which reads this log file and sends data to the Ccloud computing system. 
Figure 6 shows the Wireless Sensor Network designed using with the Cooja-based simulator. This network includes 10 Ssky motes as wireless sensor nodes. The communication protocol is based on a stable version of CTP, which provides a datagram routing layer used to gather data and the tree routing for the higher level routing [59] and the transport protocols [60], [61]. Each node can be a candidate for to be a the base- station that initiates to start the data collection. Every analyzsed configuration considers 1-node as the reference node of the WSN network, where the proposed plugin is runs to save on a file the data collected from other nodes on a file. The log file content is already formatted following the JSON format; thus, the OSGi bundle can directly send data to the Cloud Computing module for further analysis. The Ddata described above represents the states of a production line.
[bookmark: _Ref27495990]Pilot Case and Preliminary Results
[bookmark: _Ref18283307][image: ]
[bookmark: _Ref54873236]Figure 6: The Cooja cross simulator. The simulated WSN and the new version of the Advanced Sky GUI Plugin.
As described in Ssection 06, preliminary testing and debugging at both the Ccloud communication and GWgateway system levels can be performed using via simulated data. These data can be generated randomly (Ccloud communication test) or via by a WSN simulator (GWgateway test). In the latter case, the WSN can also be used to test the network capabilities prior to before actual implementation in a real production line. In this section, the focus attention is placed on the considered ppilot case of a real industrial automation system. Various Ttests werehave been conducted to demonstrate the feasibility of the architecture in terms of the : functionality of the OSGi Fframework, correct storage of information into the Cloud, and the definition of services through data analysis techniques.

Pilot Case
CTF AUTOMAZIONI of Matelica (Italy), – an Italian company leader in the design and construction of special machines, robotizsed production lines and automatic assembly islands – hwas been mmonitored for a period of two months via by the architecture proposed in this paper. The main focus was In detail,on the automatic line for the production of metal filters (aluminium, stainless steel, etc.) designed for SIFIM Srl, an Italian company leader specializsed in the production of metallic filters and in the realizsation of quality aesthetic metallic components for household appliances and industry and community kitchen appliances industry (restaurants, hotels, canteens, etc.).
[bookmark: _Ref18283913]Table 4: Communication settings: Standard format.
	Start
	Length
	Type
	Measure
	Key
	Description
	

	0
	2
	W
	-
	CUST00
	Client Code
	

	2
	2
	W
	-
	LIN000
	Code Line
	

	24
	20
	C
	-
	CODPROD
	Product Code
	

	44
	4
	D
	1/10 s
	TMPCOD
	Cycle Time
	

	48
	1
	B
	-
	START
	Run
	

	49
	1
	B
	-
	STOP
	Stop
	

	50
	1
	B
	-
	MNL
	Manual
	

	51
	1
	B
	-
	EM000
	Emergency
	

	52
	2
	W
	-
	AL000
	Alarm Code
	

	54
	2
	W
	-
	NPZOK
	Good Items
	

	56
	2
	W
	-
	NPZKO
	Discarded Items
	

	60
	4
	D
	Cycles
	BA_001
	Motor Siemens 1FK7105-2AF71-1QA0
	

	76
	4
	D
	Cycles
	BA_002
	Cylinder SMC CDQ2B40-100DZ
	

	…
	…
	…
	…
	….
	
	


Production line description
[image: ]
[bookmark: _Ref18283790]Figure 7. SIFIM’s production line.
In terms of the production line, Tthe machine used as a pilot case produces metal filters for the domestic appliance sector (see Figure 7).
The SIFIM’s production line can be divided into five functional blocks associated with to the five production phases, as shown in Figure 8:
A. The decoilers on which the metal coils are positioned will be used to assemble three3 cutters, which will process the sheets with a maximum dimension of 1100 × 1100 mm2.
B. The robot will pick up the cut sheets and place them on a table, creating a stack of 13 sheets.
C. A manipulator will take over the stack and will secure the fourth angular cutter that will scrape the 1100 × 1100 m2 sheets in the required format. 
D. The sheets processed by the cutter will be positioned on a linear axis made up of several trolleys that will be used to assemble the series of presses that will make the bevel on all sides of the filter mat, including ed on the part reserved for the handle.
E. Finally, a 3-axis manipulator will stack the finished product on an empty pallet which, once filled, is unloaded onto the discharge strip for the finished product.
Integration Problems and Objectives
The environment and the production line structure presented the following integration problems:
· Presence in the production area of an Eethernet connection.
· The production line has to mount a pure PLC and not a Ppanel PC. Generally, a Ppanel PC is an embedded PC with a touch panel that which integrates PLC runtime and visual software. In this case, in order to avoid interference between PLC runtime and GWGateway client, a a separated solution was adoptedhas been chosen.
· Integration with a Siemens PLC S7 series. This e selection of this type of PLC was selected is due to thsince e fact it is one of the most commonly used PLCs in production lines, while the PLC used for the demo (Panasonic) is essentially installed for small applications; , and serial RS232 communication is not the most stable bus solution for the transmission of data in an automation context.
· Availability to integrate the gateway on the electrical panel near to the PLC.
· Different type of sensors.
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[bookmark: _Ref18283823]Figure 8. Computer-aided design CAD schema of SIFIM’s Pproduction Lline.
· Process identified by the state machine, meaning so it is possible to match the working state and the process variables.
· Process stability. The production line has to work in production mode and not in test mode.
· Fixed work shifts. The evaluation of performance indexes starts from the definition of the range times in which the machine should work.
The main objectives to be achieved reach during the test stage were:
· Monitoring of the production line state.
· Integration of new bundles in the OSGi Fframework and a new communication protocol in a plug and play mode.
· Data transmission policy (acquisition from PLC and sending to the Cloud rate).
The main variables for to estimation e during the monitoring stage for performance indexes calculation and maintenance support were as follows: cycle time, average cycle time expected, product code, start, stop, alarm, emergency, good object, discard object, principal actuators installed (motors, pumps, etc.).
In order to standardizse the settings used by the Bbundle to access to the production lines memory block for data reading, a standard format has been was used as shown in Table 4.
Software integration
In terms of software integration, this stage, it is important to required developing  a new OSGi bundle thatwhich can, on one the one hand, can  communicate with the coordinator bundle and, on the other, hand manage the communication between the Siemens PLC and the gateway. The objective iwas to validate the concept of extensibility, flexibility and interoperability of the developed system and to define a standard for the line configuration process in order to replicate the same solution on other new lines but with different PLCs and communication protocols. The flexibility of the architecture due to , thanks to the OSGi framework offers , gives the possibility of to developing one or more bundles associated with to the new production line for to integratione. The developed OSGi bundle differeds from that the one that managinges the Panasonic PLC, in terms of relation to the communication protocol, which, in this case, iwas the S7comm (S7 Communication). The bundle retrieves periodically retrieves PLC data, saves them to a buffer and then sends to the Cloud a complete packet containing all the buffer content to the Cloud. The scanning time is defined as 1/3 of the machine’s ideal cycle time related to the product code that is in production, while the data transmission time to the Cloud is three3 times the cycle time. All parameters can be configured from the Cloud and downloaded to the GWgateway during the device authentication phase or when a changing configuration occurs.
Analyticalsis Aaspects
The possibility of to evaluating e the consumption of the production line’s critical components, to monitoring the performance indicators, diversifying the causes of the downtime via the by functional area and to identify systematically identifying where more stop problems are created, allows for a permits therefore reduction of the losses. In order to analyse the data and the results of the computational analysis, an ad hoc web  user interface was developed. Specifically,In detail, two main sections were have been defined, the first of which one relatinges to the efficiency indicators, while  and the second is one used for the management of the components consumption rules. Instead, tThe part associated with the stop causes is directly shown on the overall equipment effectiveness (OEE) web page since because a direct visual inspection allows for to better identifying the amount of job loss occurring ed as a result of the stops and for to grasping h the direct link between the losses trend and the causes. In this first phase, two data analysis algorithms were have been implemented: one for the analysis of the efficiency indexes and one for  the cycle time analysis for the of micro stop calculation of micro stops.

In terms of Eefficiency Iindexes, the 
The production analysis consists of in quality rate, utilizsation level of the equipment, efficiency, availability, and overall equipment effectiveness (OEE), which are is a measures of the manufacturing operations performance and productivity, expressed in a percentage. The OEE indicates the degree to which a manufacturing plant is truly productive and serves as a general and inclusive measurement of how well a company’s manufacturing operations are performing.

CCycle Ttime Analisysanalysis relates to how, 
Ffor any manufacturer, the idle time that occurs during production results in causes a loss of money. Work stoppages reduce the productivity rates and increase the cycle times. To iIdentifying  the micro stops or when the machine reductions in the es the job speed is one of the most difficult parts of the monitoring process. In order to handle this type of losses, the cycle time analysis can be used. In the developed OSGi bundle, an automatic data gathering was has been implemented in order to be enable to measure the cycle time measurement. By comparing all the real made cycles against an ideal cycle time and through matching of the data of the micro stops, a total loss due to speed reduction canould be calculated.
Results
The pilot case was has been monitored over a period of two months, from  in April 2018 to and MMay 2018. 
[bookmark: _Ref27577150]Table 5: April-May 2018. Manufacturing line data.
	Data Type
	Line A

	Operating Time
	232 h 0 m 0 s

	Set Up and Down Time
	28 h 41 m 40 s

	Planned Down Time
	0 h 0 m 0 s

	Net Operating Time
	203 h 18 m 14 s

	Average Cycle Time
	0.76 m

	Number of Good Units
	16148

	Rejects
	0


During this period, all the macro activities – such as stoppage, efficiency reduction, set-up/adjustments, and quality impairments, etc. – and the micro activities – y such as the PLC variables state (start, stop, cycle time, etc.) with a resolution of 10 seconds – were stored in the Cloud for analysis. The production analysis does consisted onof computing and monitoring the following indexes: Qquality Rrate (QR), Eefficiency (E), Aavailability (A) and Overall Equipment Effectiveness (OEE), which are measures of the  manufacturing operations performance and productivity of the manufacturing operations, expressed in percentage. In brief, Summarizing, the above indexes can be are defined as follows [12]:
	 
	[bookmark: _Ref20308543](1)

	 
	(2)

	 
	(3)

	 
	(4)


where the NetOperatingTime is represents the time for which the equipment was available for operation, the OperatingTime is the total calendar period for which the OEE is being calculationed, the PlannedDownTime is the scheduled maintenance time, the IdealCycleTime is the theoretical minimum time to produce one part, the GoodCount is the produced parts that meet the quality standard (without reworking), and the TotalCount is the total of all produced parts (including defects). 
[bookmark: _Ref27577265]Table 6: Efficiency indexes for .April-–May 2018. Efficiency indexes.
	Efficiency Index
	Line A

	Actual Availability
	87.6 %

	Performance Efficiency
	82.1 %

	Rate Ofof Quality
	100.0 %

	OEE
	72.0 %


The total production output, the losses, and the operating  time, are listed reported in Table 5, while the effectiveness indexes and the OEE values are shown in Table 6. Finally, the total number of stoppages and their attendant causes, within the total time the production line was stopped, were has been analysed in the Cloud using the cycle time analysis, with the results  and are recorded ported in Table 7.
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[bookmark: _Ref18285626]Figure 9. Comparison between operator shift (left) and real production line activity (right).
[bookmark: _Ref27577440]Table 7: April-May 2018. Micro Stoppage Analysis.
	Data Type
	Line A

	Robot
	989 m

	Generic
	546 m

	Decoiler 4
	95 m

	Manual
	53 m

	Decoiler 3
	21 m

	Decoiler 2
	18 m

	Decoiler 1
	0 m

	Total
	1680 m


The Rresults coming from the of the preliminary tests indicated show that, through using the proposed infrastructure realized for the management of the data, the Cloud and the physical devices, it is possible, via a simple method,  to acquire , with an easy method, all the information associated with to the production line, including  like production quality (goods vs. discarded objects), cycle time, start, stop, emergency, alarm and devices status (e.g. i.e., inverters, motors, etc.). All the data in the Cloud was has been used to define tailored services for the firm. As an example, the data and signals coming from the PLC and the operator shifts (see Figure 9) could be are merged to provide a consistent job activity, which will be useful for the the performance indexes  estimation, while and, at the same time, the support ofor the production line maintenance iwas proposed using the ABC Cclassification to identify the stop causes.
conclusion and future work
The fourth industrial era is taking es to a new level the automated factory to a whole new level through the by introduction of ing modular, extendible and customizsed mass production technologies. This means that production lines or machines will be integrated in all management processes in order to ensure operate independently operation, or cooperatione with other machines or humans, with the main objective being to realizse and optimizse a fully customer-oriented production, while constantly maintaining its condition. 
Following the paradigm of the new smart factories, the main challenges related to of the CPS complexity were addressed have been faced in this e present paper through by developing both : from one hand, a new modular, extensible and interoperable software architecture based on the OSGi framework for managing heterogeneous devices, simulation and HIL prototype and ; on the other hand, a CCCloud Computing system for to manageing and analysing e data, as well as for to exposinge business data and services via external APIs interfaces. Specifically,In detail, the testing of a testing of a smart production line prior to , before the production deployment was , has been developed based oin two levels of analysis. The first one allowed for provides the development of an OSGi software module for to generating e random data packets that will be to be sent for the testing of the Ccloud communication system and the Ddatabase performances. Meanwhile, Tthe second one has beenwas realiszed on a simulated WSN by using a Cooja cross simulator integrated with an HIL infrastructure. The proposed CPS architecture hwaas been tested in terms of on a pilot case, the a SSIFIM’s Srl production line developed by CTF Automazioni Srl. Here, the , in order to test the performance was evaluated, while  s, and to develop the high-level Cclouds analytics were developed  to exploit the versatility of the CPS towards produce a proactive maintenance scenario. Eight weeks of data, collected during in April and May of 2018, were have been used to undertake the compute an analysis of the production line performances, in terms of OEEverall Equipment Effectiveness  and machines failures analysis. These analyses arewill prove  useful to improving better manage customer care and , maintenance management and for evaluating the e structural improvements to for new production lines. Further tests and functional integrations will be carried out in the future to enhanceincrease the performance of the proposed system.
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