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Abstract - The exact (statistical) inference frequently the univariate output quantity (a random variable with an
require evaluation of the probability density function (PD  unknown distribution to be determined). For more details
the cumulative distribution function (CDF), and/or the and discussion on applicability of the uncertainty evabrat
quantile function (QF) of a random variable from its (known) methods, based on th@UM — Guide to the expression
characteristic function (CF), which is defined as a Fourieof uncertainty in measuremefit] and its Supplement 1 —
transform of its probability distribution function. Workg  Propagation of distributions using a Monte Carlo method
with CFs provides an alternative (frequently more simple)2], see e.g.[13,14,1%,/6].

route, than working directly with PDFs and/or CDFs. In Here we shall discuss alternative tools to form the
particular, derivation of the CF of a weighted sum of probability distribution of the output quantity in linear
independent random variable is a very simple and triviaimeasurement model. We shall assume that the considered
task (given the CFs of the random variables). Howevercharacteristic functions (Clﬂspf the input and/or output
the analytical derivation of the PDF and/or CDF by usingquantities, the random variables,,..., X,, andY, are
the Fourier transform is available only in special casesknown or can be easily derived. Then, by the Fourier
Thus, in most practical situation, a numerical derivatién o inversion theorem, the PDF of the random variableis

the PDF/CDF from the CF is an indispensable tool. Ingiven by

metrological applications, such approach can be used to 1 [~
form the probability distribution for the output quantitf@ pdfy (y) = o / e Wty (t)dt, fory e R, (2)
measurement model of additive, linear or generalized tinea -

form. In this paper we shall present a brief overview of ~ Derivation of the CF of a weighted sum of independent
some efficient approaches for numerical inversion of théa@ndom variable is a very simple and trivial task. t&t, ()
characteristic function, which are especially suitable fo denote the characteristic function &f;. The characteristic
typical metrological applications. The suggested nunagric function ofY defined byl[(lL) is

approaches are based on the Gil-Pelaez inverse formula cfy (t) = cfx, (e1t) - - - cf x, (ent). ©)
and on the approximation by discrete Fourier transform i o .

(DFT) and the FFT algorithm for computing PDF/CDF of However, analytical derivation of the PDF by using the
(univariate) continuous random variables. We also presefinverse) Fourier transforni(2) is available only in specia

a sketch of the MTLAB implementation, together with CAS€s: Thus, in most practical situation, a numerical
several examples to illustrate its applicability. derivation of the PDF/CDF from the CF is an indispensable

tool.

In [7], Gil-Pelaez derived the alternative inversion
ulae, suitable for numerical evaluation of the PDF
and/or the CDF, which require integration of a real-valued
functions, only. The PDF is given by

1 [ )
1. INTRODUCTION pdfy (y) = / R (e ety (1)) dt. )
0

In metrology, a number of measurement models use
in uncertainty evaluation are, at least approximately @up t
reasonable level), of the additive linear form

Keywords: characteristic function, probability density form
function, numerical inversion, Fast Fourier Transform
(FFT), Gil-Pelaez inverion formula, GUM.

ﬂ y IS a continuity point of the cumulative distribution
function (CDF) ofY’, defined bycdfy (y) = Pr{Y < y},
then it is given by

= 1 1 [ ~iY ofy (¢
Y =01 X1+ + cn Xy, @ cdfy(y) = 5 — 7/ 3 (e :Y( )> dt.  (5)
T Jo
where the input quantitiesty, ..., X, are independent 1The characteristic functiorfy- (¢), of a continuous univariate random
) . " istic functiorfy (), inuous univari
random vanable; with known prqbab|llty dlstr.|but|ons, variable Y ~ Fy., with its probability density functiorpdfy (y) —
Xj ~ Fx,; for j = 1,...,n, possibly parametrized by F; (y),is defined as a Fourier transform of its PBFy () = E [¢/!Y ] =

0;, andcy,...,c, are known constants, and represents [, ¢** pdfy (y) dy.
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Fig. 1. The probability density function (PDF) and the cumulative distributioiction (CDF) of a random variablg = Zle ¢; Xj,
with X; ~ N(0,1), Xo ~ ty=1, X3 ~ R(—1,1), X4y ~T(—1,1), X5 ~ U(—1, 1) and coefficients = (ci1,...,¢5) = (1,1, 5,1, 10),
evaluated by numerical inversion of its characteristic function by thglMBs algorithmtdist , see the Example 1.

The inversion of the characteristic function based orcombination of independent Student'sandom variables

the procedure[]7] have been implemented for numericahnd/or other symmetric (zero-mean) random variables with
evaluation of the distribution function of a linear specific distributions. In particular, the algorithm indks

combination of independent chi-squared RVs by Imhofthe Student's, normal (Gaussian), symmetric rectangular,
in [8] and by Davies in[[9]. The method was used alsosymmetric triangular, and symmetric arcsine (U-shaped)
for computing the distribution of a linear combination of distributiond] Such distributions are common and useful
independent inverted gamma random variables suggestéol uncertainty evaluation based on the GUMs uncertainty

by [10] and the distribution of a linear combination of framework and itsSupplement ,1 see [2].

independent log-LambeW x 2 RVs, [11].

Table[J1
presents their explicit characteristic functions, whiamc
be numerically evaluated by standard software packages for

Table 1. Characteristic functions of selected univariate symmetricscientific and technical computing, as e.gAMAB, R,

(zero-mean) distributions. Her&, (z) denotes the modified
Bessel function of the second kind, aiigd(z) is the Bessel

function of the first kind.

SAS.

In this paper we also present a simple version of
an efficient approach based on approximation by discrete

o . _ Fourier transform (DFT) and by application of the FFT (fast
Probability | Characteristic function (CF) Fourier transform) algorithm for computing PDF/CDF of
distribution (univariate) continuous random variables.

Gaussian cf(t) = exp (—th) In general, numerical approximations of the continuous
N(0,1) 2 Fourier transform by the discrete Fourier Transform, and in
L oN% . particular by using the FFT algorithm, are well known and
Student's cf(t) = 25T (ﬂltl) Ky (l/fltl) widely used, in particular, in different fields of enginewyi
122 2 However, FFT applications used for numerical evaluation
sin(t) of the PDF/CDF from the characteristic function are not
Rectangular | cf(t) = — so much widespread, in particular, among statisticians. An
R(=1,1) exception in this direction is the contribution by Korczins
Triangular | cf(t) = 2—2508(75) Cox, and Harris in[[14], who suggested and illustrated
T(-1,1) t the use of convolution principles, mplemented using the
Fast Fourier Tranform (FFT) and its inverse, to form
Arcsine cf(t) = Jo(t) the probability distribution for the output quantity of a
U(-1,1) measurement model of additive, linear or generalized tinea

form. However, from the FFT/PDF-application point of
view, a more advanced field here is the field of financial

The Gil-Pelaez’s method have been successfullynathematics and econometrics.

implemented (by using the Gaussian quadrature for
numerical integration) in the algorithm TDIST, see [[12]
and [13],

! S - °Notice that the symmetric trapezoidal distribution is a céumtion of
for computing the distribution of a linear two independent symmetric rectangular distributions.



The here considered approach for computing the PDivherew; = =y j =0,...,N — 1. Hence, by using

and/or CDF by using DFT of the characteristic function i= _ _ thébf;;gressionsz andy;, and the DFT defined
- i) ] )

is based on the results and approaches recently suggesa;l@' we finally get the formal relationship
by Hurlimann in [15]. For an alternative approach,
focused mainly on applications of the characteristic fiamct pdf = C o FFT(¢) (10)
transform methods in financial option pricing modeling and )
based on using the fractional fast Fourier transform (FRFT)Vhere © denotes the dot product (element-wise
see[16] and [17, 18,19, 20]. multiplication), pdf = (pdfy (yO)Z, - ,pdfy (ynv—1)), ¢ =
Finally, we would like to mentioned also another fast(¢o, - . . , ox—1) With ¢; = (—1)747 cfy (2= (j— X)), and
growing and useful tool for numerical technical computing,c — (Co,...,Cn_1), WithC, = (b_a)fl(_l)(ﬁJr%)N_
the open-source packageHEBFUN, see [21], for fast For further details and improved quadrature rules
numerical computing with functions. ThedEBFUNcanbe  on the FFT approximation of the PDF/CDF with known
naturally and easily integrated for further computatiom, € characteristic functions see elg. 15} 16,1718 19, 20].
for computing CDF from PDF and QF from CDF.

3. EXAMPLES
2. BASIC RELATIONSHIPSBETWEEN THE CFT,
DFT, AND FFT

We shall approximate the continuous Fourier transforfi¥% EXAMPLE 1: (MATLAB ALGORITHM TDIST)
. . 049, N
(CFT), sayF(y) = foo £(u) e—i2muy gy, by a discrete /0% http://www.mathworks.com/matlabcentral/
. -0 - %% /fileexchange/4199-tdist
Fourier transform (DFT). DFT can be efficiently evaluatetly, ppr and CDE of a linear combination of RVs
by using the FFT algorithm, that computes the same resiit v = ci X1 + c2+X2 + c3*X3 + c4*X4 + c5+X5

as evaluating the DFT definition directly, but much faster.% with:

; . % X1~ Normal(0,1) [we set dfi=Inf] with c1=1,
For complex numbergy, ..., fv_1 the DFT is defined by % X2 ~ Student's t with 1 df [set df2=1], co=1,
the formula % X3 ~ Rectangular on (-1,1) [set df3=-1], c3=5,
N-1 ) % X4 ~ Triangular on (-1,1) [set df4=-2], c4=1,
F, = Z fje_i%k% k=0.... N—1 (6) % X5 ~ U-distribution on (-1,1) [df5=-3], ¢5=10
J=0 df =[Inf 1 -1-2-3];
Formally, here we shall use notatiby = FFT(fy), where |const = [1 151 10];
fy = (fo,--., fy-1) andFy = (Fo,. .., Fy—1). . |Ipdfyl = tdist(Q,df,const, 'PDF" );
The relationship between the CF and the PDF is givergs = tdist(y,df,const, 'CDF' );

by the inverse CFT defined bll(2). For a sufficiently large% nplot(y,pdf)

interval (=T, T), it is possible to approximate a PDF by| % Plot(y.cd)

means of a numerical Fourier inversion as follows
T

1 ,
pdfy (y) = —/ e "Wy (t)dt. (7) |%% EXAMPLE 2: (MATLAB ALGORITHM TDIST)
2 )7 %% PDF and CF of a linear combination of RVs

For simplicity, further we shall use (repeatedly) only thezﬁ \Tvit;, ClXL + c2x X2

most simple integgal approximation, based on the leflv, x1 - student's t with 1 df. [set dfi=1], ci=1,
point rule (LPR), [ f(z)dx ~ f(a)(b — a). For more |% X2~ Rectangular on (-1,1) [set df2=-1], c2=10,
sophisticated approaches see é.g. [15].

. . . df = [1 -1];

~ So, let(a, b) is a sufficiently large interval, where the| ;onst = [[1 10};
distribution ofY is (mostly) concentrated. A reasonable rule
for choosing(a, b) can be, for example, the six-sigma rule ([def,y] = tdist([],df,const, 'PDF" );
(mean(Y') — 6std(Y), mean(Y) + 6std(Y)). % plot(y.pdf)

Letj,k =0,...,N — 1,6, = (b —a)/N, andy; = options.isPlot = false;
a+ ké,. For N large, alsdl’ = w /4, is large, and from({[7), |t = linspace(-pi,pi,501);
by usingt = 27u, dt = 2m du, anddu = 71—, we get C{ ch = tdist(t,df,const, 'CF' ,options);
plot(t,c

5y

pdfy (yx) ~ e~k of - (21w du. (8)

N
25y

%% EXAMPLE 3: (CF2PDF by FFT method)
Now, we shall approximate the integr&l (8) by (repeatedlyyt Characteristic function of the random variable

using the approximate LPR, for each of tNesub-intervals. ‘;f’ Y_t; ChX1 + €2xX2 + €3*X3
0 witn:

Thus, % ¢ = [1,2,3]
N—1 % X1 ~ Normal(0,1)
1 ) -
af ~ —2TUYR of s (D 9 % X2 ~ Triangular on (-1,1)
p Y(yk) (b—a) ¢ ¢ Y( ﬂ-u])’ ©) % X3 ~ U-distribution on (-1,1)

J=0




1 L o > o3 3 Standardization), BIPM, IEC, IFCC, ILAC, IUPAC, IUPAP
cl =1;,¢c2 =2;,¢c3 =3
¢l = @(t) exp(2/2); and OIML, 2008) o o
cf2 = @) min(1,(2-2 * cos(t))./t."2); [3] M. G. Cox and P. M. Harris, Validating the applicability of
cf3 = @(t) besselj(0,t); the GUM procedureMetrologia51, p. S167S175 (2014).
cf = @@ cflcl «f) . « cf2(c2 *y . » cf3(c3 *1); [4] P. M. Harris and M. G. Cox, On a Monte Carlo method for
. . measurement uncertainty evaluation and its implementation,

N = 2710; % Number of sub-intervals .
a = -10; % Approximate lower limit of Y MetrologiaSl, p. S1765182 (2014).
b = 10; % Approximate upper limit of Y [5] R. Willink, An efficient procedure for combining type A and
ko= O(N-1); % k indices 0 : N-1 type B components of uncertainty,Atvanced Mathematical
i = 0(N-1); % | indices 0 : N-1 and Computational Tools in Metrology and Testing étls.
dy = (b-a)N; % delta y F. Pavese and A. Chunovkina (World Scientific Publ. Co.,
y =a+ K o* dy; %y k Singapore, St._ Petersburgf Ryssia, September 9-12, 2014,
u = ( - N2)(b-a); % Uu_j 2014) p. Submitted for publication.

] A ] ) [6] R. Willink, Measurement Uncertainty and Probability
phi = (-1)."(-(2 xal(b-a))  xj) . x cf(2 «pixu); (Cambridge University Press, 2013).
C = ((1).((@/(b-a) + kIN) *N))/(b-a); . . . . .
pdf = real(C . = fft(phi)): % FFT [7] J. Gil-Pelaez, Note on the inversion theoreBipmetrika38,

481 (1951).

plot(y,pdf) [8] J. Imhof, Computing the distribution of quadratic forms in

for derivation of the PDF/CDF from the characteristic
function. Such approach can be used to form the probability

normal variablesBiometrika48, 419 (1961).
[9] R. Davies, Algorithm AS 155: The distribution of a linear
combinations ofy? random variablesApplied Statistic9,
. ) 232 (1980).
Here we suggest to consider numerical methOd?lO] V. Witkovsky, Computing the distribution of a linear
combination of inverted gamma variabl&ybernetika37, 79
(2001).

4. CONCLUSIONS

distribution for the output quantity of a measurement mode}11] v, witkovsky, G. Wimmer and T. Duby, Logarithmic Lambert

of additive, linear or generalized linear form, and can be
considered as an alternative tool to the uncertainty etialua
based on the Monte Carlo methods. Here we have presented
a brief overview of some efficient approaches for numericaj12]
inversion of the characteristic function, which are espici
suitable for metrological applications.
numerical approaches are based on the Gil-Pelaez inverse
formula and on the approximation by discrete Fouried13]
transform (DFT) and the FFT algorithm for computing
the PDF/CDF of (univariate) continuous random variables.
We have presented simple AViLAB examples in order to
illustrate applicability of the suggested methods.
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