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1. INTRODUCTION 

Dew point temperature is one of the quantities used to 
express the amount of water vapor in the air (humidity). In most 
cases, the dew point temperature is used to establish traceability 
for hygrometers to the International System of Units (SI) 
through a primary reference called a dew point generator. 
Normally, a dew point generator consists of a saturator chamber 
that saturates the air with water vapor, resulting from the 
thermodynamic equilibrium between the gas and liquid phases of 
water at a certain temperature (Ts) and pressure (Ps). As a result, 
the saturation water vapor as a function of Ts and Ps can be 
calculated [1], [2] and other humidity quantities such as relative 
humidity can be linked. 

Saturator design is the key to achieving 100 % saturation. 
Several types of saturators have been reported: coil type [3]-[7], 
box vessel or chamber type followed by a heat exchanger [8]-[10], 
labyrinth type [11], and bubble type [12]. 

Currently, the study of air bubbles flowing in a solution, 
including pure water, is of great interest. Particularly, the 
investigation of bubble velocity, referred to as rise or terminal 

velocity (𝑈𝑏) has been prominent. In most cases, this velocity is 

a function of the bubble size (𝐷𝑏) [13]-[17]. A concise 
representation of their relationship has been graphically reported 
[18], [19]. Consequently, many researchers have formulated 
equations to calculate terminal velocity using this data [20]-[23]. 

In this study, a model is developed and simulated for the dew 
point generated by a bubble aerator. The model is based on heat 

ABSTRACT 
The dew point temperature can be generated by saturating air with water vapor through several methods, one of which is by creating 
small-sized air bubbles passed through water in an enclosed space known as a saturator. In practical terms, the dew point temperature 
produced by this system can be determined by measuring it using a dew point meter. However, the prediction of the dew point 
temperature generated through theoretical approaches has not been presented before. Thus, in this study, a simulation has been 
conducted to determine the dew point temperature. The result is then compared to the experimental data. The experiment follows the 
single pressure humidity generator principle, where a saturator containing a bubble aerator is immersed in a stirred liquid bath. The 
bath temperature is set to 25 °C, and the gas flow rate is adjusted from 0.1 lpm to 0.4 lpm. The dew point temperature is measured 
using a 373 LHX chilled mirror dew point meter. On the other hand, the simulation is performed using the Monte Carlo method, and the 
physical model involves a heat balance between convection and the change in bubble energy. The convection heat transfer coefficient 
is determined by the behavior of bubble dynamics, which is related to the bubble size and bubble velocity. The dew point temperature 
obtained from the simulation is assumed to be the same as the bubble temperature. As a result, the simulation data align well with the 
experimental data. 
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transfer principles, while the simulation employs the Monte 
Carlo method. This method has emerged as a potent tool for 
both assessing measurement uncertainty and enhancing accuracy 
[24]-[31], following the publication of its guidelines [32]. This 
method is able to accommodate fluctuations in input parameters, 
thus approximating real conditions. In addition, the output of 
this method is presented in the form of a histogram, which can 
be statistically analysed. After obtaining the results, they are then 
compared to experimental data. 

2. METHOD 

2.1. Modelling 

The energy balance between the bubble and the water or its 
surroundings in the saturator occurs when the heat transferred 
into the bubble during dt is equal to the increase in the bubble’s 
energy during dt. The mathematical model is as follows: 

ℎ𝐴𝑠(𝑇𝑠 − 𝑇)𝑑𝑡 = 𝑚𝐶𝑝𝑑𝑇 , (1) 

where ℎ is the convection heat transfer coefficient, 𝐴𝑠 is the 
surface area through which convection heat transfer takes place, 

m is the mass of the bubble, 𝐶𝑝 is the specific heat at constant 

pressure. Since 𝑚 = 𝜌𝑉 (𝜌 is the bubble density, V is the bubble 

volume), 𝑑𝑇 = 𝑑(𝑇 − 𝑇𝑠), and 𝑇𝑠 does not fluctuate much, the 
equation (1) can be rearranged as 

𝑑(𝑇 − 𝑇𝑠)

𝑇 − 𝑇𝑠

= −
h As

𝜌 𝑉 𝐶𝑝

𝑑𝑡, (2) 

By integration, the final equation is as follows 

𝑇(𝑡) − 𝑇𝑠

𝑇𝑖 − 𝑇𝑠

= e−𝑗𝑡   , (3) 

where Ti is the initial temperature and 𝑗 =
ℎ𝐴𝑠

𝜌𝑉𝐶𝑝
. The dew point 

temperature (Td) is equal to the bubble temperature T(t). The 

convection heat transfer coefficient ℎ is obtained using Nusselt 
number as follows [33] 

ℎ =
𝑁𝑢 𝑘𝑙

𝐷𝑏

 , (4) 

𝑁𝑢 = 2 + (0.4 𝑅𝑒0.5 + 0.06 𝑅𝑒
2
3) 𝑃𝑟0.4  , (5) 

𝑅𝑒 =
𝜌𝑙  𝑈𝑏 𝐷𝑏

𝜇𝑙

  , (6) 

𝑃𝑟 =
𝐶𝑝 𝜇𝑙

𝑘𝑙

  , (7) 

𝑁𝑢  is the Nusselt number, 𝑅𝑒 is the Reynolds number, 𝑃𝑟 is the 

Prandtl number, 𝜌𝑙 is the water density, 𝜇𝑙 is the water viscosity, 

and 𝑘𝑙 is the water thermal conductivity. 
According to Mendelson [20] there are four regions related to 

bubble behaviour. Region 1 is defined when the bubble size has 
a diameter less than 0.07 cm. In this region, the terminal velocity 
is limited by viscous drag and follows the Stokes law. In Region 
2, bubbles have a diameter between 0.07 cm and 0.14 cm. 
Although the terminal velocity is also constrained by viscosity, it 
surpasses what Stokes law predicts due to internal circulation 
within the bubble. Region 3 encompasses bubble diameters 
between 0.14 cm and 0.6 cm. Bubbles in this range are no longer 

spherical and tend to follow zigzag or helical paths. Region 4 
covers bubble diameters above 0.6 cm, where bubbles begin to 
assume a spherical cap shape. 

Among the various terminal velocity formulations, this study 
opts for the formula proposed by S. Baz- follows [33] due to its 
good fit with experimental data, while some others are only 
suitable for specific regions. The terminal velocity can be 
expressed as follows: 

𝑈𝑏 =
1

√
1

𝑈1
2 +

1
𝑈2

2

, 
(8) 

U1 = 𝑈𝑝𝑜𝑡 [1 + 0.73667
(𝑔𝐷𝑏)

1
2

𝑈𝑝𝑜𝑡

]

1
2

 , (9) 

𝑈𝑝𝑜𝑡 =
1

36

𝑔 𝐷𝑏
2(𝜌𝑙 − 𝜌) 

𝜇𝑙

, (10) 

𝑈2 = (
3𝜎

𝜌𝑙𝐷𝑏

+
𝑔𝐷𝑏(𝜌𝑙 − 𝜌)

2𝜌𝑙

)

1/2

, (11) 

𝑔 is the acceleration of gravity, 𝜇𝑙 is the dynamic viscosity of the 

water, and 𝜎 is the surface tension. The profile of the terminal 
velocity can be seen in Figure 1. 

2.2. Simulation 

The Monte Carlo Simulation is based on the propagation of 

distributions. If there is a function  𝑦 = 𝑓(𝑥1, 𝑥2, 𝑥3) then the 

value of 𝑦, along with its associated uncertainty, can be estimated 

through the distribution of the input quantities 𝑥1, 𝑥2, 𝑥3 as 
illustrated in Figure 2. 

Therefore, based on the modelling scheme, the distributions 
of bubble size, bubble density, and saturation temperature should 

 

Figure 1. Bubble terminal velocity plotted using (8).  

 

Figure 2. Illustration of the Monte Carlo simulation, where 
𝑔(𝑥1), 𝑔(𝑥2), 𝑔(𝑥3) are the distribution functions of the input quantities and 
𝑔(𝑦) is the distribution function of the measurand.  
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be known. The simulation is executed using R Statistics and 
Python, generating 1,000,000 random numbers. Once the bubble 
size is determined, the bubble density can be estimated using the 
equation below: 

𝜌 = ((𝑃𝑠 + 𝜌𝑙𝑔ℎ𝑑) +
2𝑠

𝑟
) ×

28

𝑅𝑔𝑇𝑖

   , (12) 

where ℎ𝑑 is the bubble depth, 𝑠 is the surface tension, 𝑅𝑔 is the 

gas constant, 𝑟 is the bubble radius. The saturation pressure 𝑃𝑠 
has uncertainty components listed in Table 1, where the 
repeatability is determined by the highest value among the gas 
flow rate setups. 

In order to maintain the saturator temperature relatively 
constant, the saturator is immersed in a stirred bath as will be 
discussed in the experimental work. Consequently, the initial 
bubble temperature is approximated to be equal to the bath 
temperature. Therefore, its uncertainty component is listed in 
Table 2. 

Accurate measurement of the depth (ℎ𝑑)  presents challenges 
due to potential changes in the water surface caused by 
evaporation. As a result, it is estimated to be 7 cm, with a 
standard uncertainty of 0.5 cm, and follows a uniform 
distribution. 

2.3. Experimental Work 

To obtain the terminal velocity, the bubble size needs to be 
determined using equation (8). As such, an experimental setup 
was devised. The bubble aerator was positioned within a 
transparent chamber filled with water. An air pump, coupled 
with a flowmeter, generated the airflow, adjusted to 0.1 lpm, 0.2 
lpm, 0.3 lpm, and 0.4 lpm. A camera operating at a speed of 50 
fps captured images of the bubbles formed by the aerator. 
Utilizing the software JImage [35], the bubble's shape was fitted 
to an elliptical model, allowing for calculation of the bubble 
diameter using the following equation: 

𝐷𝑏 = √(2𝑎)2 × (2𝑏)
3

 , (13) 

where 𝑎 and 𝑏 are the major and minor semi-axes of an ellipse, 
respectively. For each speed of air, the distribution of the bubble 
diameter is estimated.  

Subsequently, the bubble aerator was placed inside a stainless 
steel jar at a depth of 7 cm. Serving as the saturator chamber, the 

jar possessed dimensions of 11 cm in diameter and 15.5 cm in 
height. During the dew point measurement, the saturator 
connected to a stainless steel heat exchanger with an outer 
diameter of 10 mm, inner diameter of 8 mm, and length of 6 m. 
The heat exchanger was used to ensure that the gas temperature 
equilibrated with the bath temperature upon entry into the 
saturator, as depicted in Figure 3. 

A chilled mirror dew point meter, model 373 by RHSystems, 
was linked to one of the outlets for dew point measurement. 
Pressure measurement was conducted by connecting the 
pressure outlet to the atmospheric pressure port at the rear of the 
device. The bath temperature was set to 25°C, and the airflow 
was adjusted to 0.1 lpm, 0.2 lpm, 0.3 lpm, and 0.4 lpm. As the 
dew point temperature exceeded room temperature, the outlet 
gas line was heated to 25°C above the dew point temperature to 

prevent condensation within the pipe. 

3. RESULTS AND DISCUSSION  

3.1. Bubble Distribution 

The bubble size distribution is derived from the bubble size 
measurements by creating a histogram from the collected data. 
Unfortunately, the shape does not follow a Gaussian distribution 
but rather closely resembles the Gamma distribution. Through 
trial-and-error simulations, a gamma function was established to 
generate random numbers that replicate the bubble size 
distribution. The Gamma formulation for each gas flow rate is 
provided in Table 3, and an example of the histogram 
comparison between the original data and the simulation at 0.1 
lpm is illustrated in Figure 4. 

3.2. Terminal Velocity 

At a bath temperature of 25 °C, the saturation pressure 
measurements for each gas flow rate are presented in Table 4. 
While the saturation pressures vary with each gas flow rate, the 

Table 1. The uncertainty components for Ps. 

Source of the uncertainty of Ps Distribution 
Standard 

uncertainty 

Calibration  Normal 250 Pa 

Drift Uniform 130 Pa 

Resolution Uniform 0.5 Pa 

Repeatability Normal 35 Pa 

Table 2. The uncertainty components for Ti. 

Source of the uncertainty of Ti Distribution 
Standard 

uncertainty 

Sensor calibration  Normal 0.015 °C 

Sensor drift Uniform 0.01/ √3  °C 

Self-heating Uniform 0.005/√3 °C 

Repeatability Normal 0.004 °C 

Bridge Calibration Normal 0.01 °C 

Bath stability Uniform 0.02 /√3 °C 

Bath uniformity Uniform 0.05 /√3 °C 

  

Figure 3. The saturator. Heatsink is used to block water splash caused by 
bubble movement.  

Table 3. The Gamma formulation for each gas flow rate. The code is in R 
language. 

Gas Flow Rate Random Variable Diameter Formulation 

0.1 lpm 
r1 =runif(106, 0,2) 
r2 =runif(106,1,2) 𝐷𝑏 = −

ln(𝑟1 × 𝑟2)

2.5
+ 0.798 

0.2 lpm 
r1 =runif(106, 0,1) 
r2 =runif(106,0,1) 𝐷𝑏 = −

ln(𝑟1 × 𝑟2)

2.7
+ 0.275 

0.3 lpm 
r1 =runif(106, 0,1) 
r2 =runif(106,0,1) 𝐷𝑏 = −

ln(𝑟1 × 𝑟2)

2.93
+ 0.31 

0.4 lpm 
r1 =runif(106, 0,1) 
r2 =runif(106,0,1) 𝐷𝑏 = −

ln(𝑟1 × 𝑟2)

2.63
+ 0.209 
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difference between the highest and the lowest values remains 
within the calibration uncertainty. This suggests that the variation 
is due to the stability of the pressure transducers rather than 
fluctuations in pressure within the saturator. 

When combined with the bubble size distribution, the 
terminal velocity for each gas flow rate setup can be graphed, as 
depicted in Figure 5. It is evident that larger bubbles are 
produced with higher gas flow rates. 

3.3. Dew Point Temperature 

The dew point temperature, as measured by the chilled mirror 
dew point meter, is presented in Figure 6. It's evident that a stable 
state of dew point temperature cannot be observed when the gas 

flow rate is set to 0.1 lpm. This behaviour could potentially result 
from the gas flow entering the device falling short of 
requirements. Moreover, it appears that our chilled mirror dew 
point meter exhibits flow dependence, as evidenced by the dew 
point temperature at a gas flow rate of 0.2 lpm being slightly 
higher than that at 0.3 lpm and 0.4 lpm. 

For the purpose of comparison with simulation results, the 
average and standard deviation are calculated, alongside 
uncertainty components from resolution (0.005/√3°C) and 
calibration (0.11/2 °C). This information is used to construct the 
histogram of experimental data." 

From the experimental data, the parameters needed to run the 
simulation based on equation (3) are obtained. Notably, the 
saturator temperature is never higher than the initial bubble 
temperature, which is assumed to be the bath temperature. The 
average bath temperature is Ti = 24.89 °C. As a result, the 
estimated saturator temperature Ts is Ti - 0.1 °C, considering the 
relatively large volume of the jar. The time 't' is set to 0.5 s to 
ensure that the bubble reaches its terminal velocity. Dew point 
temperatures for all gas flow rates are consistent, with a value of 
24.790 °C ± 0.071 °C at a 95% confidence level. A comparison 
with the experimental data is presented in Figure 7. 

It can be observed that both histograms have the same 
average value but different standard deviations. However, 
according to ISO 13528 [36], the En number can be calculated 
and is found to be 0 or less than 1. As a result, the comparison 
result is satisfactory. 

 

Figure 4. Histogram comparison between original data and simulation at 0.1 
lpm. The bottom graph shows the two histograms plotted in a single frame.  

Table 4. Saturation pressure measurement. 

Gas Flow Rate Saturation pressure Ps 

0.1lpm 100172 Pa 

0.2 lpm 100106.2 Pa 

0.3 lpm 100105.2 Pa 

0.4 lpm 100094.5 Pa 

 

Figure 5. Terminal velocity for each gas flow rate.  

 

Figure 6. Dew point temperature measurement using 373 chilled mirror dew 
point meter.  

 

Figure 7. Comparison between simulation and experiment.  
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4. CONCLUSIONS  

The dew point temperature generated by a bubble aerator can 
be accurately predicted through simulation using a physical 
model based on heat balance between convection and the change 
in bubble energy. In this simulation, the dew point temperature 
is simply equal to the bubble temperature. The dynamics of the 
bubble, particularly its size and velocity, play a significant role in 
the thermodynamic equilibrium within the saturator. For 
instance, an experiment to measure the dew point temperature at 
25 °C is conducted using the single pressure humidity generator 
principle, and the simulation yields the same value with better 
uncertainty evaluation using the Monte Carlo method. 

In contrast to the simulation, the experimental data exhibits 
gas flow rate dependency. At 0.1 lpm, the dew point temperature 
cannot stabilize, and at 0.2 lpm, the measured dew point 
temperature is higher than the others. 

A challenge for the simulation lies in accurately estimating the 
saturator temperature (Ts). In this study, Ts is approximated to 
be 0.1 °C below the bath temperature, but this may vary for other 
dew point temperature measurements and saturator volumes. 
The best approach is to directly measure the water temperature 
inside the saturator using an identical sensor employed for 
measuring the bath temperature. As a result, this improvement 
will be undertaken in the near future. 
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