Short review of current limits and challenges of application of machine learning algorithms in the dairy sector
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ABSTRACT
In the last years, the livestock sector is moving towards a more sustainable animal-based industry, mitigating the environmental impact of livestock while meeting the demand for high-quality food. To achieve these goals, farms are using a more technological approach, adopting algorithms to manipulate the vast amount of data from sensors and routine operations. The results will be useful for making more objective decisions. In this context, machine learning - a branch of Artificial Intelligence applied to the study of prediction, inference, and clustering algorithms - can be successfully employed. Nowadays, machine learning algorithms are successfully used to solve many issues in the livestock sector, such as early disease detection, and they are expected to be employed in the future for welfare monitoring. This brief review gives an overview of the current state of the art of the most popular applications for dairy science and the most widely used and best-performing algorithms, highlighting the challenges and obstacles for broad acceptance of these techniques in the dairy sector.

1. INTRODUCTION
Nowadays, the livestock sector is facing many challenges, such as making animal-based food production more sustainable and efficient, mitigating the environmental impact of livestock, and satisfying the demand for high-quality food. To achieve these goals, the sector is moving toward a more technological approach by introducing a plethora of different technological solutions, such as i) automated milking systems to control milk quantity and quality, ii) electric feeders able to give the precise amount of food required, iii) wearable or environmental sensors to monitor animal health and welfare. These systems allow scientists, technicians, and breeders to control most aspects of the herd. This new approach is called precision livestock farming (PLF).

According to Berckmans et al. [1], PLF is the “management of livestock by continuous automated real-time monitoring of production/reproduction, health and welfare of livestock, and its environmental impact”. The adoption of new technologies in this field, such as embedded and wearable sensors, biosensors, and digital imaging systems, gives the opportunity to collect a large amount of data regarding animal conditions and behaviour. To manage this amount of information, a classical statistical approach would not represent a suitable solution. Indeed, this approach does not work properly with “big data” as it was designed for a few input variables and sample sizes [2]. Moreover, a priori hypothesis and knowledge of the data and observed phenomena are needed to build a useful statistical model [3].

In this context, machine learning (ML) can successfully overcome these limitations. ML is a branch of Artificial Intelligence applied to studying algorithms for forecasting, inference, and clustering. ML techniques can manage big data...
and are quite adaptable with non-linear, complex, noisy, and imprecise datasets such as dairy production (production, reproduction, and animal welfare) and sensors data.

These techniques could efficiently extract useful information from fully automated data recording systems [4]. Among all sub-categories of ML, unsupervised and supervised learning represent the traditional ML techniques that are very common categories of algorithms in livestock application [5]. The major difference between them is the presence of labelled information in the supervised method. The supervised algorithms aim to classify or predict a certain value depending on whether the variable is categorical or numerical [6]. This approach allows for managing, processing, and detecting patterns and correlations among complex and unrelated data to develop decision support systems useful for PLF. ML has been used in many domestic species, such as pigs [7], poultry [8], beef [9], and dairy cattle [10]. Despite the growing interest in all these sectors, this work focuses on dairy cattle and their food production, an industry that has started to use many innovative technologies.

Indeed, Shine et al. [11], in their review, identified the agriculture sector as one in which the techniques were most advanced and, ML approaches most widespread. There are already some papers describing the use of ML in the dairy sector.

For example, Benos et al. [12] focused their work on applying the best ML algorithms to improve the management of water resources, crop, and soil. The authors also assessed the diffusion of this data-driven approach in livestock. More specifically, they summarised the ML algorithms employed in the livestock species and their performances and found out that most research papers were focused on ML applications in cattle, with secondary attention given to sheep and goats. The most of tasks were related to livestock management and animal welfare assessment. Among the ML techniques utilized, the most impressive performances were observed with artificial neural networks (ANN), ensemble methods, and Support Vector Machines (SVM).

Garcia et al. [13] showed a geographic overview of the ML approach and described the main environmental and animal health monitoring applications. Moreover, the work discussed the main challenges to developing ML in livestock. Although a lot of work describes the state of the art of ML algorithms in this field, to the author’s knowledge, there are no papers that clearly express the current limitations of ML techniques and the general obstacles in disseminating this computational approach.

This work offers a different point of view based on the current issues and problems in ML application in dairy cow breeding. This work aims to summarise the ML state of the art and propose alternative solutions to overcome current limitations.

To highlight the main trends and provide a clear overview of this topic, this work is arranged as follows:

- Description of the main applications of unsupervised ML in the dairy sector;
- Description of the main application of supervised ML in the dairy sector;
- Overview of the main limitations and problems for both techniques.

2. TRENDS IN MACHINE LEARNING APPLICATIONS

Since the variability of livestock data, different algorithms have been developed. A preliminary analysis showed that supervised algorithms were more widely employed than unsupervised [14]. Supervised ML can predict several characteristics of animal products, recognize sick animals and timely detect outliers. Unsupervised techniques can be employed for cluster analysis of the herd, find hidden patterns, and carry out exploratory analysis. Finally, ML, with different approaches, aimed to increase the management, reproductive, and productivity performances of dairy (e.g. discriminating sick animals from healthy ones or productive from unproductive ones). In addition, ML is employed in combination with near-infrared spectroscopy (NIR) or electronic noses to recognize and predict the quality of raw material, food fraud, diet components, composition of manure, and diseases [15].

In the following sections, the main data source, algorithms, and applications of unsupervised and supervised techniques are described.

3. UNSUPERVISED LEARNING TECHNIQUES

Cluster analysis in livestock is a valuable tool to detect hidden patterns among animals or herds and describe their performances. Distance-based algorithms are very suitable for this task. K-means, hierarchical, and principal component analysis (PCA) are the most widespread techniques for grouping herds or animals with similar performances. In this work, the main applications of unsupervised ML algorithms were grouped into two classes:

- Cluster analysis of herd data;
- Cluster analysis of sensors data.

3.1. Analysis of herd data

Brotzman et al. [16] employed two unsupervised techniques (PCA and hierarchical) to cluster 557 herds based on 22 features. The PCA analysis was used to find a meaningful subset of variables in the routine data. The algorithm identified an optimal subset of 16 variables. Among them, the risk of subclinical intramammary infection at first examination, age at first calving, the rate of cure of intramammary infection in the dry period, and the number of days in milk represented the most important variables to describe the herds. Then, the agglomerative hierarchical algorithm with Ward’s linkage method was employed to cluster the herds. To decide the optimal number of clusters, the hierarchical clustering with Ward’s linkage and Fourier plots, maximum simple structure index, and minimum error sum of squares optimization, using the methodology of Borcard, were employed. Based on these analyses, the hierarchy was cut to obtain six clusters. The algorithm grouped the herds based on their size, milk frequencies, milk production, and reproduction performance. The results showed that four clusters differed in herd size and milking frequencies. One cluster grouped the herd with high somatic cell count, while herds with the worst production performance were in the last cluster. This analysis returned a broad overview, useful for discovering trends in performance characteristics in large Upper Midwest dairy herds.

Alessio et al. [17] employed cluster analysis through a hierarchical approach with the Ward linkage. The aim was to assess the influence of lactose on the somatic cell count and other milk components such as fat, protein, and total bacterial count. The analysis returned three clusters. In the first cluster, an increase in the somatic cells was associated with a reduction in lactose. Cluster three showed decreased lactose content associated with increased somatic cells and total bacterial count. Using this technique, it was possible to identify the cluster with a negative correlation between somatic cells and lactose confirming previous results [18].
3.2. Analysis of sensors data

Shahzadi et al. [19] used k-means to detect estrus in dairy cows. This work proposed an innovative approach based on the clustering of the time series of a wearable accelerometer located on the cow’s collar.

The authors were able to group activity in high, middle, and low levels. The results showed that the clustering algorithm properly grouped the observation with an accuracy of 82% - 100% compared to the ground truth (presence of estrus).

In summary, the main application of unsupervised learning was employed for the exploration of hidden patterns and natural clusters of animals or herds. The original approach employed data regarding wearable sensors to classify dairy cows’ activity and, in general, behaviour. Nowadays, the main sources of routinely collected data are herd records, milk recording, fertility, and clinical parameters.

4. SUPERVISED LEARNING TECHNIQUES

Supervised learning encompasses several useful techniques. These techniques have been employed for tasks such as monitoring the behaviour and location of animals, early detection of diseases, outlier detection, and finally, the prediction of milk yield and environmental impact of herds and animals [20].

To provide a clear overview and describe the different applications for each topic, this work grouped the supervised learning algorithms into four general fields of applications:

- Behaviour recognition, classification, and analysis;
- Disease detection;
- Prediction of performance;
- Food analysis.

4.1. Behaviour recognition, classification, and analysis

Monitoring cows’ behaviour provides information about the animal’s health and physiological conditions.

In the last few years, the availability and low costs of embedded sensors and monitoring devices allowed the recording of data on cow activity [21]. Neck collars and pedometers represent the main data source for behaviour recognition. The latter devices are accelerometers that provide the acceleration value on the three axes. Data from this device are used by supervised ML to recognize and classify different types of cow behaviours such as ruminating, feeding, lying, and standing [22].

For example, Tamura et al. [23] assessed the association between observed dairy cattle behavior and collar data by employing the random forest algorithm to recognize three different behaviors: eating, ruminating, and lying. The authors collected the data from four different farms using neck collars. The results showed irregular and continuous accelerations for eating behavior in all three directions. During ruminating, homogeneous and regular acceleration amplitudes were measured in all three directions. Finally, for lying, acceleration was near zero. The authors applied decision trees on the data set from one farm and used the data sets from the other farms to validate the model. In this application, a high value of precision (99.2%) was achieved.

In another application, Benaisa et al. [24] aimed to classify cows’ behavior through three supervised approaches: i) Naïve Bayes, ii) k-nearest neighbors (KNN), iii) SVM by comparing leg and neck-mounted accelerometers. In addition, they studied the influence of the sampling rate and the number of accelerometer axes on the final prediction performance. The results showed that the SVM algorithm performed better than the Naïve Bayes and KNN. Moreover, the three axes generally performed better in classification accuracy, while no significant differences were noticed when only one or two axes were used. The differences among the three axes accelerometers and other configurations were emphasized when the sensor was mounted on the neck collar. It was also possible to employ neck collars and pedometers to obtain information on the time budget of dairy [25].

Combining the typical pattern behavior of each cow and ML algorithms, several papers focused on detecting anomalies in the health status and timely recognizing diseases or events such as estrus or calving [26], [27]. Wang et al. [28] assessed the combination of location, acceleration, and supervised ML to predict estrus. Four ML algorithms: i) KNN, ii) back propagation neural network (BPNN), iii) linear discriminant analysis (LDA), and iv) classification and regression tree (CART) were tested. In addition, the impact of time-windows length was also assessed. The authors found that the BPNN algorithm with a 0.5 h time window better denoted the estrus in cows in terms of sensitivity, precision, accuracy, specificity, and F1-score measure compared to the other algorithms. F1 is the harmonic mean of precision and sensitivity, and ranges between 0 and 1. This measure is very suitable when different algorithms are compared because it allows to maximize both precision and recall [24], [29], [30].

Regarding the prediction of calving, Borchers et al. [31] studied the possibility of characterizing the peripartum behavior to predict the calving time starting with the automated activity, lying, and ruminating monitoring. They quantified activity, ruminating, and lying behavior before calving using two devices: neck collars and leg-mounted accelerometers. Moreover, the authors compared these behaviors to existing literature and determined the calving prediction efficacy of these technologies, both individually and in combination, using three ML algorithms: i) random forest (RF), ii) ANN, and iii) LDA. Results showed that primiparous and multiparous expressed different activity behaviours beginning seven days before calving. Primiparous cattle became more restless before calving. Regarding the ruminating time, all animals showed a decrease two days before calving. For ML application, the best score of specificity, positive predictive values (PPV) and NPV values were achieved by combining both neck collars and leg-mounted accelerometers and ANN.

In conclusion, behavior recognition is an important task for livestock management and supervised ML is one of the most suitable techniques for these analyses.

4.2. Disease detection

Diseases lead to important economic loss, so their early detection is an important topic in dairy management. Data about calving events, previous disorders, genetics information, milk production, farm characteristics, and other types of information are recorded and employed by farmers or technicians [14]. It was possible to also use data obtained from neck collars and pedometers to assess the presence of disease linked to a change in natural behaviour such as lameness [32].

For example, Warner et al. [33] compared different ML approaches such as CART, gradient boosting machine (GBM), extreme gradient boosting (XGB), RF models, and linear regression to predict lameness based on twenty routinely pre-collected variables such as calving interval, somatic cell count and age at first calving. The results showed that the ML approach achieved better results than a linear model, and CART and RF had better performance than the XGB regarding specificity.
Hyde et al. [34] provided another example that assessed RF performances for classifying the source (environmental or contagious) of mastitis infections using a large dataset with 1000 British herds and 229 features regarding routinely collected data, herds characteristics and veterinary diagnosis of mastitis infection. In addition, the authors also explored the performance of the ensemble method to classify the moment (lactation or dry period) in which the mastitis occurred. The results showed that the RF achieved a 98% accuracy for the prediction of environmental or contagious mastitis and 78% accuracy for the moment of infection.

Finally, also data from other technologies such as NIR are successfully utilised. Mastitis can be detected from NIR data processed through ML as Ramirez-Morales et al. [35] described. They assessed the feasibility of developing a low-cost, real-time, field-applicable tool to detect the presence and the severity of bovine mastitis. Data collections are performed with a low cost and portable NIR and KNN algorithms are employed to perform two different models. The first predicted the presence or absence of mastitis while the second classified the sample according to the severity of the disease. For both applications, high values of accuracy are achieved (91 % and 95 %, respectively).

Zhou et al. [36] aimed to explore eight supervised prediction models for predicting naturally occurring health disorders in cows. The features employed for training the supervised models were based on the data obtained from the accelerometer devices located on the cow’s neck and on automated milking systems data. The first features provide information on feeding behaviour, while the second ones provide information about the milk yield and quality. Their result showed that, in general, the best performance was achieved by the Rpart algorithm with 93 % precision and 80 % specificity. However, also SVM, RF, and XGB models obtained good performances in terms of specificity (> 80 %) and accuracy (80 %).

In conclusion, for disease detection, ML algorithms achieved good performance for different diseases and could be utilized to improve the management and wellness of animals through the integration of artificial intelligence and dairy cattle welfare, within a computerized decision support tool.

4.3. Prediction of performance

The ML algorithms are also suitable to predict dairy cows’ performance in terms of milk yield, quantity of greenhouse gases, amount of pollutant emission or productive longevity of animals. The main data sources are very similar to the previous one and strictly depend on the aim of the task.

Salamone et al. [37] aimed to predict the milk yield on the first test day, starting with the routine data of previous lactations. They employed the random forest regression (RFR) algorithm on three different datasets to denote the best configuration for achieving higher results in terms of root mean squared error (RMSE), mean absolute error (MAE), and $R^2$. The first dataset concerned production features, the second production and herd features, and the third production, herd, and reproduction features. Starting with these datasets, a RFR was trained, and performances were compared. All three models achieved similar performance regarding RMSE, MAE, and $R^2$. In addition, the variable importance showed the same results for each RFR model: days in milk, cumulative milk yield after 305 days, and milk yield at the fifth and fourth test days are the features that achieved the highest importance score. The dataset employed for the prediction of the environmental impact of dairy cows regards milk production, diet information, and values from different gas sensors.

Regarding the environmental impact, several ML algorithms aimed to predict methane production or manure excretion. In the work of Chen et al. [3], the authors compared the performance of multiple linear regression and three regression algorithms: i) ANN, ii) RFR, and iii) support vector regression (SVR) to predict nitrogen excretion from manure in dairy cows. The dataset concerned information about the total diet digestibility, such as nitrogen intake and forage proportion in the diet, and routine data, such as milk yield. The results showed that ANN performed better than other ML algorithms and multiple linear regression (MLR) in terms of RMSE. Moreover, regarding the concordance correlation coefficient (CCC), the results of ANN were better than those from other algorithms. The performance of all models increased after applying the algorithm of feature selection. The results denoted a general higher performance of ANN to explore animal and diet factors influencing manure excretion in lactating dairy cows.

Finally, the longevity of dairy cows is an important topic for breeding purposes. Ouweltjes et al. [38] compared the performance of the RF algorithm and ordinal logistic regression to predict the resilience and longevity of dairy cows. The authors used feed and activity behaviour data, lactation data, and information regarding the health treatments, culling, and calving dates. The results showed that the two algorithms had the same accuracy. However, the RF algorithms, compared to the ordinal linear regression needed fewer preprocessing phases, so the suitable most method is the suitable most method.

4.4. Food analysis

Predicting and recognizing dairy food quality and safety are among the main tasks of ML application in livestock. For these aims, ML algorithms usually employ data belonging to NIR or electronic nose.

Muniz et al. [39] developed a portable tool that allows farmers to assess in real time the quality of raw milk in terms of protein, fat, lactose, and solids-non-fat (SNF) for each cow. A shallow neural network with two hidden layers was built as a regression model. PCA was performed to reduce the dimensionality. Finally, the predictions of NN were compared with the predictions of linear regression. The results showed that NN performs better than linear regression in terms of bias on protein, fat, and SNF prediction. On the lactose, no difference in bias was found. In addition, NN also provided the smallest measure of dispersion.

Regarding food adulteration, a combination of NIR and ML techniques was employed by Elsani et al. [40]. The aim of the work was to assess the performance of two main classes of ensemble learning performed on three different handheld spectrometers to recognize H₂O₂ and NaClO. They employed Random subspace ensemble k-nearest neighbour (RSE-KNN), KNN, random subspace discriminant ensemble (RSDE), random under-sampling-boosted ensemble (RUS-BE), ensemble bagged tree (EBT). Each of the algorithms was performed on Linksquare, Tellspec and Neospectra. The performance was assessed by the percentage of accuracy, specificity, sensitivity and Youden index. The results showed that RSE-KNN had the best performance in terms of accuracy and Youden index for detecting H₂O₂ and NaClO on the spectra (Linksquare and Tellspec 95% - 93% and 96% - 93%, respectively). However, when a mixture of both adulterants occurred, ensemble bagging approaches (EBT, RSDE and RSE-KNN) coupled with are
handheld spectrometer had the highest performance, in terms of accuracy and Youden index.

Another way to detect the adulteration in milk is the combination of electronic nose and ML. Indeed, Mu et al. [41] proposed a combined solution of e-nose and ML to identify the milk source and estimate the milk quality in terms of fat and protein content. For this study, an e-nose with seven sensors was employed. To process data from the array of sensors, SVM, RF, and logistic regression (LR) were used for rapid identification of milk source in combination with LDA to reduce the dimensionality of the dataset. Gradient boosting decision tree (GBDT), XGBoost and RF were applied tasks. For the first task the best performance in terms of accuracy was achieved by the SVM when features belonging to the e-nose and laboratory analysis were employed (95%). The RF achieved the highest performance in terms of R² both for the fat (0.94) and protein (0.93).

As a general conclusion, the main algorithms applied in the livestock context are the ensemble methods and ANN [3]. Regarding the first method, the RF is widely used to classify behaviour and predict events such as estrus or calving [23, 24]. In addition, this algorithm has many advantages, such as a low computational cost and lower data cleaning required. ANN’s are a powerful and flexible class of algorithms for classification and regression problems that can find hidden patterns and nonlinear dependence between input and output [42]. For livestock purposes, ANN’s are widely employed for regression problems such as the prediction of pollutant emission or asses the quality of milk [3, 39].

Regarding the source of data, accelerometer data are employed for behaviour recognition, diseases such as mastitis, and event detection. For other tasks, daily milk routine data, automated milking systems data, diet information, and herds characteristics are successfully used. Classification algorithms perform well in accuracy, specificity, precision, and F1-measure. For the regression task, only the ANN achieved important results in terms of RMSE and MAE that may justify their use.

5. LIMITATION AND OBSTACLES IN MACHINE LEARNING

Despite their promising results and advantages, there are some limitations in applying ML algorithms. One of the most critical issues is the poor quality and consistency of livestock data. Indeed, data quality affects ML analysis. Data must have these characteristics: validity, consistency, uniformity, accuracy, and completeness. The veterinary operations and, in general, all the activity carried out in the farms are not fully automated, and hence data may not be properly annotated and may be lost and/or inaccurate.

Several works reported the main limitations of their analysis. For example, Salamone et al. [37] noted that the main limitation of their work is the absence of a high-quality disease registration dataset. The latter condition has negatively influenced the quality of their results. In this context, as for disease detection, it is challenging to create a labelled dataset, as the label is a diagnosis or the results of complex and invasive exams.

Regarding the supervised approach, the label requirement is one of the most important obstacles. For example, for behaviour recognition, an experienced operator must recognise the animal behaviour for each time window and record it correctly in a database. This work is particularly demanding, time-consuming, and requires the presence of competent workers. Obtaining a labelled dataset for behaviour recognition is time-consuming and expensive.

Deep learning, such as convolutional neural networks (CNN) or deep neural networks (DNN), have been employed for livestock purposes. Despite the high performances achieved, these techniques have a relevant computational burden. Indeed, since the farms’ computational panel is limited, complex ML algorithms have little chance of being applied in the field, even if some attempts prove promising.

6. CONCLUSIONS

In this work, a collection of the most important applications of ML algorithms is shown to provide an overview of the most widespread topic of application, algorithms, and their challenges. From this review, it was found that ensemble methods and NN are the most useful algorithms that achieve the best performance. Sensors and herd data are most suitable for many applications. Finally, the main limitations are the availability of data and their consistency. In the end, ML will become essential for the dairy sector to overcome modern challenges such as the sustainability of the product, the wellbeing of animals, and promising performance.
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