Characterization, traceability, and uncertainty estimation of reference solar panel module measurements using pulsed solar simulators and reference solar cells
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ABSTRACT
This paper presents the design, characterization, and traceability of reference solar panel modules for determining the performance of photovoltaic (PV) modules at standard test conditions (STC). The research introduces an advanced experimental system based on a class AAA pulsed solar simulator to measure the radiometric, electrical performances, and efficiency of PV modules. I-V/P characteristics of three PV modules at different STCs and the associated uncertainty budget of the system were estimated. I-V characteristic and associated parameters including $I_{sc}$, $V_{oc}$, $P_{max}$, FF, and efficiency were measured. The radiometric and electrical traceability were discussed, and the relative expanded combined uncertainties were concluded to be 1.62% ($I_{sc}$), 0.42% ($V_{oc}$), 2.05% ($P_{max}$), and 2.5% (η), with a coverage factor $k = 2$. Reference solar panel modules were also used on-site to test the performance of large PV panels, and the results are reported.
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1. INTRODUCTION

1.1. Introduction to Photovoltaic Panels

Reliance on solar energy as an energy source is the ideal solution as it is harmless to the environment. The average measured amount of solar irradiance that reaches the earth from the sun after passing through the atmosphere on a bright day at sea level is estimated at 1000 W/m². Therefore if our rooftops are supplied with solar panels, they can get energy sufficient for daily life requirements, in keeping with the Renewables 2018 Global Status Report. Solar photovoltaic (PV) accounted for 55% of the new renewable energy setting up in 2017, with a complete global capacity of 402 GW, surpassing fossil fuels as well as nuclear power [1]-[4].

Solar panels themselves do not produce greenhouse gas emissions during their operation, unlike fossil fuel-based energy generation. They contribute significantly to reducing carbon emissions and mitigating climate change. However, it is worth mentioning that the manufacturing process of solar panels does have some environmental impacts, such as the energy and resource requirements for production and the management of waste materials [5]-[7].

To characterize the photovoltaic (PV) modules, sunlight or solar simulators are mainly applied. Furthermore, the international standard IEC 61836 and 60891 explains the standard test conditions (STC) under which the calibration must be accomplished at irradiance intensity of 1000 W/m², AM 1.5G solar reference spectrum, and device temperature of 25 °C [8]-[10]. According to the STC, the solar cells or solar panels can be measured/tested either indoor or outdoor sites; however, the solar simulator has some disadvantages over natural sunlight, for example, the cost, the light source used may be required a high power to run, in addition to the ozone gas may be produced by the lamp and spectrum mismatching. In contrast, the advantage of the outdoor solar experiment is that the operation in the real conditions of a solar installation and direct sunlight can avoid the spectral mismatch problem. But since the natural sunlight varies from time to time and maybe not be available every day, most laboratories and manufacturers use an indoor method using solar simulators [11], [12].
The proper management and regulation of the current source within the range of zero current points ($V_{oc}$) and the short circuit point ($I_{sc}$) is essential for accurately measuring the $I-V$ curve of a photovoltaic (PV) solar cell. Various techniques have been proposed to achieve this management, including the utilization of variable resistors, capacitive loads, electronic loads, bipolar power amplifiers, and four-quadrant power supplies. These techniques enable effective detection and control of the current source, ensuring precise characterization of the $I-V$ curve.

From the calibration of solar modules' $I-V$ characteristic parameters traceable to SI units [9], the $I-V$ characteristic is a crucial link in the entire traceability chain of the solar cells industry. To date, no one in the world has recorded the entire chain of traceability for photovoltaic industries. PTB and KRISS [13]-[16] concentrate on primary reference solar cell calibration, while NIST focuses on functional measurements and other properties studies for solar cells and modules. We will present a measurement method for solar cells' $I-V$ characteristic calibration based on the traceable chain at standard test conditions as well as at different test conditions at 1000 W/m$^2$, 800 W/m$^2$, and 200 W/m$^2$ [4].


According to the Global Solar Atlas data, Egypt is one of the promising countries in the world that have great resources for PV power as clean energy (see Figure 1).

Egypt has taken an early series of steps to minimize its dependency on the barrel of oil and achieve a balance between development and climate change, where Egypt targets 37% of clean energy by 2035. One of these steps is establishing a large solar park. In Egypt the largest solar park in Africa, Benban solar park located near Aswan, southern Egypt (see Figure 2). Benban solar park was built on an area of 40 km$^2$ as can see in Figure 2.

Aswan Solar Park is a large-scale solar power plant located in Aswan, Egypt. It is considered one of the largest solar parks in the world, with a total capacity of 1.8 GW. In terms of global solar radiation, Aswan is located in a region with high solar irradiance, which makes it an ideal location for solar power generation.

When comparing Aswan's global solar radiation to other locations, it is essential to consider factors such as latitude, altitude, and climate. According to data from the World Radiation Data Centre (WRDC), Aswan has an average annual global solar radiation of around 2,300 kW h/m$^2$, which is relatively high compared to other locations worldwide. For instance, the average annual global solar radiation in Germany is around 1,100 kW h/m$^2$, while in the United States, it ranges from 1,300 kW h/m$^2$ in the Northeast to 2,800 kW h/m$^2$ in the Southwest in Figure 3, comparison of photovoltaic potential power between in Germany and Egypt [18].

However, Aswan's global solar radiation is still lower than some of the world's sunniest locations, such as the Sahara Desert in Algeria and the Atacama Desert in Chile. These areas receive annual solar irradiance of around 2,800 kW h/m$^2$ - 3,000 kW h/m$^2$.

In terms of evaluating the performance of Aswan Solar Park, several factors need to be considered, including the efficiency of the solar panels, the capacity factor, and the levelized cost of energy (LCOE). The efficiency of the solar panels used in Aswan Solar Park is typically between 15% - 20%, which is considered reasonable for large-scale solar power plants [19].

The capacity factor of Aswan Solar Park varies depending on the time of the year and weather conditions. During the summer months, when solar irradiance is high, the capacity factor can be as high as 35% - 40%, while during the winter months, it can drop to around 20% - 25%.

The levelized cost of energy (LCOE) of Aswan Solar Park is relatively low, estimated at around 3 to 4 US cents per kW h. This is due to the favourable conditions for solar power generation in the region, which allows for higher energy output and lower operational costs.

Overall, Aswan Solar Park benefits from high solar irradiance levels, which contribute to high energy output and low LCOE. However, to fully evaluate its performance, other factors such as efficiency, capacity factor, and operating costs should also be considered.

### 1.3. Research Goals

The primary objective of measuring and computing solar radiation is to ascertain the amount of electrical energy that can be produced within a specified period. Therefore, in this study, we aim to demonstrate how the models of solar radiation and its components enable us to comprehend and evaluate the efficiency of solar power facilities.

![Figure 2. Google map of Banban solar park in Aswan, Egypt.](image2)

![Figure 3. Photovoltaic power potential between Germany and Egypt.](image3)
In this paper, a pulsed xenon solar simulator is used as an irradiation source to measure the I-V curve of reference solar panels; the efficiency and some related parameters of the P.V. panels (which depend mainly on solar insolation or irradiance \(G\), cell temperature \(T_c\), series resistance \(R_s\), and shunt resistance \(R_n\)) were measured and calculated as \((I_{sc}), (V_{oc})\) and \((P_{max})\). The maximum power \((P_{max})\) derived from the PV cell, or its full operating power depends on the load resistance \((R)\). Additionally, the traceability of the calibration of the reference solar cells has been discussed, and the uncertainty budget of I-V measurements is estimated and evaluated in detail.

Regarding the research goal, our primary objective is to assess the characterization, traceability, and uncertainty estimation of reference solar panel module measurements. By conducting this evaluation, we aim to enhance the understanding and reliability of these measurements, ultimately contributing to the accuracy and consistency of solar energy assessments.

Many efforts have been made by many researchers and practitioners in the field of solar cells regarding the measurement and testing of solar panels, but the traceability of these measurements and how it is trusted and reliable have some leakage. In this paper, we’re showing comprehensive results that can be useful for those who are interested in solar panel measurements, and at the same time, they are having lacked in the metrology background of a photovoltaic system. In this research, we present in detail the performance of the pulsed solar simulator, the I-V characteristic of solar panels and its correlated uncertainty estimation, and the uncertainty budget of solar panel measurements.

In this paper we measured and characterised reference solar panel modules that are used as a standard for measuring the performance of other solar panel modules. They are calibrated to known values of key parameters such as current, voltage, and power output, and are used as a benchmark for comparison with other modules. By using reference modules, the performance of different modules can be compared in a standardized and objective manner, regardless of their make or model. This allows for accurate and reliable evaluation of the performance of different solar panel modules, which is important for the development and improvement of solar energy technology.

2. I-V CHARACTERIZATION SYSTEM OF REFERENCE PHOTOVOLTAIC MODULE

Solar simulators are tested and graded as part of the indoor testing phase using industry criteria [8]. The spatial uniformity, temporal stability, and spectral irradiance distribution of the solar simulator were used to classify it [10]. The solar simulator’s efficiency is determined by three factors. According to ASTM E927-5, it can be classified as class A, B, or C, with spectral mismatch, irradiance uniformity, and stability being the three groups [20, 21].

The spectral mismatch is the ability and how the solar simulator spectrum is matching with natural sunlight. Irradiance uniformity dives into the uniformity and homogeneity of the solar simulator over the photovoltaic module’s illuminated area, depending on the application used. The third class is the stability of the solar simulator, and it is the temporal stability of the emitted irradiance over a specific time.

The system consists of three central units, as shown in Figure 4. The first unit is responsible for the electrical performance measurement of the photovoltaic module and irradiance measurement, the second unit is pulsed flash sun simulator control, and the third part is the unit that controls temperature, air circulation control, and temperature measurement. A xenon flash lamp is located outside the black enclosure of the pulsed solar simulator. The pulsed flash lamp is operated by a load capacitor discharge with a pulse duration of about 37 milliseconds; this simulator, as shown in Figure 5, has a pulse duration of about 37 milliseconds and can cover solar panel modules measuring 2.1 m by 1.6 m. The pulsed flash source has features that extend its measurement capabilities; for example, the spectral irradiance can be adjusted by changing the stored capacitive charge.

During the pulsed flash length, a high-speed data acquisition device collects the signal output from the solar panel module. This data acquisition arrangement delivers a pulsed trigger signal that can synchronize all attached external equipment and simultaneously start the measurement of I-V curve, irradiance levels, and temperature. This flash light box including the xenon lamp was connected with irradiance monitor feedback, this feedback signal control and adjust the irradiance levels according to user requirements.

3. PULSED SOLAR SIMULATOR PERFORMANCE

The pulsed solar simulator is demand rather than the continuing sources; the pulsed solar simulator was designed to prevent heat build-up in the solar panels generated by the lamp. According to the International Electrotechnical Commission (IEC) Standard 60904-9 [22], any photovoltaic solar simulator’s overall performance as well as characterization outputs are

![Figure 4. The schematic layout of the I-V characteristic measurement setup for solar panel modules over a pulsed solar simulator.](image)

![Figure 5. Feedback of pulsed solar simulator duration.](image)
estimated depending on three categories: temporal stability, spatial uniformity, and spectral distribution. Furthermore, the pulsed solar simulator’s temporal stability or irradiance stability refers to irradiance (W/m²) adjustments at some point in the pulse duration. Results of pulse-to-pulse stability are correspondingly detected, as illustrated in Figure 4. In addition, Figure 6 displays the irradiance stability of 1000 W/m² for the flashlight duration of 30ms, the standard irradiance deviation during this pulse duration is about 0.059 % (temporal flash stability < ±0.5 % (class A+, according to IEC 60904-9 Ed.2)).

The spatial uniformity of the pulsed solar simulator, as found in Figure 7, was measured preform consecutive experiments using a reference solar cell to detect the total irradiance at 63 points at dissimilar grid positions inside the test plane of the PV modules. The spatial uniformity measured for the central 210 cm by 140 cm test plane gave a non-uniformity of 0.90 %, which indicates that the pulsed solar simulator was classified as an "A" class (Non-uniformity < ±1 % (class A+, IEC 60904-9 Ed.2)).

The spectral mismatch of the pulsed solar simulator spectrum from the standard spectrum AM1.5G combined with the difference between the reference cell’s spectral response and that of the device under test (DUT) was calculated based on equation (1) and corrected accordingly. For the spectral mismatch correction, the spectral distribution of the pulsed solar simulator is measured with a spectroradiometer. The spectral response of the reference solar cells and DUT is measured with a double monochromator device.

Due to the spectral response of the reference solar cell varies from the test cell or module, the mismatch factor was calculated from:

\[
M = \frac{\int E(\lambda) \cdot S_r(\lambda) \, d\lambda - \int E_o(\lambda) \cdot S_o(\lambda) \, d\lambda}{\int E_o(\lambda) \cdot S_o(\lambda) \, d\lambda}\]

where \(S_r(\lambda)\) is the reference device spectral responsivity, \(S_o(\lambda)\) the test device spectral responsivity, \(E_o(\lambda)\) is the global AM1.5 reference spectral distribution, and \(E(\lambda)\) is the solar simulator spectral distribution.

In addition, Table 1 reports the deviation of the spectral match of our solar simulator from the ideal Spectral match defined by IEC 60904-9 and JIS C 8904-9.

As shown in Figure 8, the spectral mismatch of the solar is measured and calculated according to the equation above. The relative spectral match deviation was found to be about 8.5 % to -5.36 % with an average of about 0.3 %, depending on the spectral wavelength according to IEC 60904-9, the

Table 1. Performance validation of cetisPV-XF2 pulsed solar simulator (relative Spectral match deviation from JIS/IEC irradiance distribution in %).

<table>
<thead>
<tr>
<th>Wavelength/nm</th>
<th>Measured relative irradiance</th>
<th>JIS/IEC ref. distribution rel. (%)</th>
<th>Difference (measured irradiance - IEC)</th>
<th>Spectral match rel. deviation (%)</th>
<th>IEC grade (Class)</th>
</tr>
</thead>
<tbody>
<tr>
<td>400-499</td>
<td>19.00</td>
<td>18.4</td>
<td>0.60</td>
<td>3.27</td>
<td>A</td>
</tr>
<tr>
<td>500-599</td>
<td>19.17</td>
<td>19.9</td>
<td>-0.73</td>
<td>-3.65</td>
<td>A</td>
</tr>
<tr>
<td>600-699</td>
<td>17.41</td>
<td>18.4</td>
<td>-0.99</td>
<td>-5.36</td>
<td>A</td>
</tr>
<tr>
<td>700-799</td>
<td>14.15</td>
<td>14.9</td>
<td>-0.75</td>
<td>-5.06</td>
<td>A</td>
</tr>
<tr>
<td>800-899</td>
<td>13.00</td>
<td>12.5</td>
<td>0.50</td>
<td>4.01</td>
<td>A</td>
</tr>
<tr>
<td>900-1100</td>
<td>17.26</td>
<td>15.9</td>
<td>1.36</td>
<td>8.58</td>
<td>A</td>
</tr>
</tbody>
</table>
characterization of solar simulators has a spectral variation within ± 25 % as compared to the standard AM1.5 spectrum is classified as class A simulator.

The short-circuit current measurements of such solar panel can be corrected using the following equation based on the short circuit of the reference solar cell ($I_{SC,REF}$) in addition to the spectral response mismatch ($M$):

$$I_{SC} = \frac{I_{SC,REF}}{M + 1}. \quad (2)$$

The measurement of the traceability of the spectral distribution is achieved using a standard lamp for the calibration of the spectroradiometer. The pulsed solar simulator's spectral distribution was measured using a CCD spectroradiometer over the spectral range of 300 nm – 1100 nm (with a relative uncertainty of about 3 %); in turn, it was calibrated against the FEL standard light lamp and mercury/xenon spectrum light sources. According to IEC60904-9 ed.2, the results of the spectral irradiance and spectral match for each wavelength region, the solar simulator rated as class A++ under standard test conditions STC.

4. TRACEABILITY OF THE REFERENCE SOLAR CELL AND SOLAR IRRADIANCE MEASUREMENT

Previous studies have recorded the measurement traceability of solar cells to the International System of Units (SI) [16], [23]. The electrical replacement radiometer (Cryogenic Radiometer) is used at the very top of the traceability chain to calibrate Si-trap detectors, which are then used to calibrate other detector radiometers for the realizations of the spectral irradiance scale and the detector's responsivites [24]–[27].

The spectral responsivities of the reference solar cells, $SR (\lambda)$, are applied to measure the spectral irradiances of the solar simulator at an air mass of 1.5 G; and these reference solar cells have calibrated against the Si-trap detector over NIS's spectral responsivity facilities, as demonstrated in Figure S1, in the supporting information (SI) as mentioned in our previous study [27].

Solar cell and photovoltaic module calibration involve determining the short-circuit current of the device produced by a reference solar radiation with 1 kW m$^{-2}$ total irradiance and a reference solar spectral irradiance distribution. However, the calibration value may be affected by double spectral mismatch between the test and standard device, as well as between the test and reference solar spectrum, and by non-linearity effects when transferring the calibration from low to high irradiance levels.

5. VALIDATION OF SOLAR RADIATION MODEL

Numerous attempts have been made to assess solar radiation, and one of the valuable models for estimating clear sky solar irradiance in DHI, DNI, and GHI irradiance modes is CLIRAD-SW. This model was created by NASA [28]-[30].

The validation of the solar radiation model was developed and operated by the Solargis model [31]. Validation of the irradiance model has been performed using data from professional public networks of ground measurement stations, and also solar measurements acquired within the measurement.

Solargis model data has been utilized to measure and validate various irradiance modes. However, the accuracy of these measurements may be impacted by several limiting factors such as the geographical location, local climate, and geographic features. Solargis provides a range of solar radiation parameters, including Global Horizontal (GHI), Direct Normal (DNI), Diffuse Horizontal (DIF), and Global Tilted Irradiance (GTI).

6. RESULTS & DISCUSSIONS

Figure 9 and Table 2 show the I-V and P-V characteristics of the Polycrystalline solar panel module, the measurements were carried out at different irradiance levels 1000 W/m$^2$ (STC test at 25 °C), 800 W/m$^2$ (NMOT test at 20 °C), and 200 W/m$^2$ (Low irradiance test at 25 °C).

The correction for current and voltage, according to STC, are given in the following equations:

$$T_{STC} = I_m + \frac{1000 \text{ W/m}^2}{E_m} \cdot 1 = I_{SC,m} + \alpha \cdot (T - 25 \degree C) \quad (3)$$

$$V_{STC} = V_m - R_s (I_{STC} - I_m) - K I_{STC} (T - 25 \degree C) + \beta (T - 25 \degree C), \quad (4)$$

<table>
<thead>
<tr>
<th>Module</th>
<th>Irradiance W/m$^2$</th>
<th>$I_{SC}(A)$</th>
<th>$V_{oc}(V)$</th>
<th>$P_{max}(W)$</th>
<th>$I_{mpp}(A)$</th>
<th>$V_{mpp}(V)$</th>
<th>F.F.</th>
<th>η %</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1000</td>
<td>9.17</td>
<td>37.65</td>
<td>262.75</td>
<td>8.64</td>
<td>30.40</td>
<td>76.11</td>
<td>15.46</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>7.36</td>
<td>37.84</td>
<td>215.46</td>
<td>6.95</td>
<td>31.01</td>
<td>77.34</td>
<td>15.83</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.84</td>
<td>34.94</td>
<td>50.80</td>
<td>1.72</td>
<td>29.52</td>
<td>79.07</td>
<td>14.89</td>
</tr>
<tr>
<td>B</td>
<td>1000</td>
<td>9.01</td>
<td>38.17</td>
<td>266.86</td>
<td>8.51</td>
<td>31.35</td>
<td>77.61</td>
<td>15.70</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>7.24</td>
<td>38.35</td>
<td>218.00</td>
<td>6.83</td>
<td>31.86</td>
<td>78.55</td>
<td>16.03</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.81</td>
<td>35.39</td>
<td>50.83</td>
<td>1.69</td>
<td>30.02</td>
<td>79.30</td>
<td>14.90</td>
</tr>
<tr>
<td>C</td>
<td>1000</td>
<td>9.08</td>
<td>38.19</td>
<td>268.59</td>
<td>8.56</td>
<td>31.37</td>
<td>77.50</td>
<td>15.80</td>
</tr>
<tr>
<td></td>
<td>800</td>
<td>7.28</td>
<td>38.39</td>
<td>219.60</td>
<td>6.87</td>
<td>31.95</td>
<td>78.53</td>
<td>16.15</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>1.83</td>
<td>35.45</td>
<td>51.26</td>
<td>1.71</td>
<td>30.02</td>
<td>79.16</td>
<td>15.08</td>
</tr>
</tbody>
</table>
The selection criteria of the tested modules have to meet the following formula [33]:

\[
PR_{\text{max}}(\text{Lab}) \cdot \left[1 + \frac{|m_1|(%)}{100}\right] \geq PR_{\text{max}}(NP) \cdot \left[1 - \frac{|t_1|(%)}{100}\right]
\]  

(5)

where, \(PR_{\text{max}}(\text{Lab})\) could be the maximum \(I_m, V_m, \) or \(P_m\) of each module in the stabilized state; \(PR_{\text{max}}(NP)\) could be the maximum rated nameplate \(I_m, V_m, \) or \(P_m\) of each module without tolerances; \(m_1\) is the measurement uncertainty of laboratory; \(t_1\) is the manufacturer's rated lower production tolerance.

Table 3 shows the uncertainty budget for a polycrystalline solar module; the table was divided into five main parameters, reference cell (Fraunhofer ISE reference cell), pulsed solar simulator, DC voltage, current measurements, and uncertainty of temperature measurements.

The short-current value \(I_m\) is measured by measuring the voltage drop across a series of shunt resistors with a digital precision measuring system with an uncertainty value of \(4.5 \times 10^{-6}\) to \(7.5 \times 10^{-5}\). For DC voltage measurements, the data acquisition has seven ranges covering from isolator to \(\pm 200\) V with average uncertainty of \(3.7 \times 10^{-5}\), and the uncertainty due to the scale range of \(\pm 0.0014\%\).

The relative expanded uncertainty was calculated and the uncertainty was founded due to an error caused by irradiance levels for \(V_{oc}\) can be neglected. Thus, the factors that impact the open-circuit voltage are mainly the voltage reading device for a specific range and its correlated temperature correction.

The Performance Ratio can be calculated as the ratio between the actual delivered outputs and the targeted energy that would have been generated.

\[
PR_{\text{meas}} = \frac{\sum_j AD_{\text{module}j}}{\sum_j E_{\text{module}j}} \times 100,
\]  

(6)

where the target output energy can be expressed as,

\[
E_{\text{module}j} = PA \left[\frac{G_j}{1000} \cdot \frac{M1}{60} \cdot \eta_{\text{STC}} \cdot \frac{1 - \beta}{100} (T_{\text{mod,m}} - T_{\text{Meas,j}})\right].
\]  

(7)

Here, \(MI\) is the irradiance GHI (W h/m²), \(\eta_{\text{STC}}\) is the PV module efficiency, \(\beta\) is the temperature coefficient, and \(PA\) is the total PV area.
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Here, \(MI\) is the irradiance GHI (W h/m²), \(\eta_{\text{STC}}\) is the PV module efficiency, \(\beta\) is the temperature coefficient, and \(PA\) is the total PV area.
Table 3. The uncertainty parameters for a polycrystalline solar module.

<table>
<thead>
<tr>
<th>Uncertainty Component</th>
<th>Distribution type</th>
<th>Relative standard uncertainty in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Reference cell (Fraunhofer ISE reference cell)</td>
<td>Normal (k=1)</td>
<td>0.06</td>
</tr>
<tr>
<td>Spectral Responsivity (certificate)</td>
<td>Normal (k=2)</td>
<td>0.05</td>
</tr>
<tr>
<td>Reference cell signal (repeatability)</td>
<td>Normal</td>
<td>0.01</td>
</tr>
<tr>
<td>Non-linearity of the reference cell</td>
<td>Rectangular</td>
<td>0.001</td>
</tr>
<tr>
<td>Reference cell multimeter</td>
<td>Rectangular</td>
<td>0.0001</td>
</tr>
<tr>
<td>Measured I sc of the reference cell</td>
<td>Rectangular</td>
<td>0.005</td>
</tr>
<tr>
<td>Reference cell drift</td>
<td>Rectangular</td>
<td>0.01</td>
</tr>
<tr>
<td>2. Pulsed solar simulator</td>
<td>Rectangular</td>
<td>0.18655</td>
</tr>
<tr>
<td>Spatial non-uniformity (includes the uncertainties of the reference cell, SR of the module, and relative spectral distribution of the pulsed solar simulator STC)</td>
<td>Normal</td>
<td>0.30</td>
</tr>
<tr>
<td>Monitor cell amp (certificate)</td>
<td>Normal (k=2)</td>
<td>0.0038</td>
</tr>
<tr>
<td>Dark background (for 10 s)</td>
<td>Normal</td>
<td>0.3132</td>
</tr>
<tr>
<td>Irradiance Temporal stability (for 35 s)</td>
<td>Normal</td>
<td>0.05924</td>
</tr>
<tr>
<td>Area measurements</td>
<td>Normal</td>
<td>0.50</td>
</tr>
<tr>
<td>3. Uncertainty of DC voltage measurement</td>
<td>Normal (k=2)</td>
<td>0.0019</td>
</tr>
<tr>
<td>DC voltage Signal repeatability</td>
<td>Normal</td>
<td>0.00190</td>
</tr>
<tr>
<td>Voltage DAQ (certificate)</td>
<td>Normal (k=2)</td>
<td>0.00002</td>
</tr>
<tr>
<td>4. Uncertainty of DC current measurement</td>
<td>Normal (k=2)</td>
<td>0.0008</td>
</tr>
<tr>
<td>Ohmic resistance calibration (certificate)</td>
<td>Normal</td>
<td>0.6 (μΩ/Ω)</td>
</tr>
<tr>
<td>Resistor 1-year stability</td>
<td>Rectangular</td>
<td>0.0077</td>
</tr>
<tr>
<td>DC Signal (DAQ) calibration (certificate)</td>
<td>Normal (k=2)</td>
<td>0.00077</td>
</tr>
<tr>
<td>5. Uncertainty of temperature measurement</td>
<td>Normal (k=2)</td>
<td>0.36</td>
</tr>
<tr>
<td>PT100 calibration</td>
<td>Normal</td>
<td>0.00015</td>
</tr>
<tr>
<td>The signal from (DAQ)</td>
<td>Normal</td>
<td>0.30</td>
</tr>
<tr>
<td>Temperature non-uniformity</td>
<td>Rectangular</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Figure 12. (a) Average irradiation of GTI and GHI for one day, (b) Exported energy of actual and expected output.

Figure 11 provides a comprehensive representation of the relationship between various variables: expected output electricity, actual output electricity, GHI (Global Horizontal Irradiance), and GTI (Global Tilted Irradiance) irradiance modes. The figure visually demonstrates how these factors interrelate.

By examining Figure 11 and Figure 12, we can observe the following insights: The expected output electricity is compared to the actual output electricity, allowing for an assessment of their relative performance. Additionally, the irradiance modes, specifically GHI and GTI, play a crucial role in influencing the electricity output. The figure enables a clear understanding of how these irradiance modes impact the electricity generation process.

Recently, we have constructed several facilities to provide traceability for solar cell and pyranometer calibration, as reported in the research paper [23], [34]-[36].

7. CONCLUSIONS

This research is considered a guide for those working on testing and measuring large solar panels; in this paper, each contribution to the total measurement uncertainty was investigated individually to obtain a complete description of the resulting uncertainty of the solar panel system. We are focusing on the radiometric performance of the solar simulators as the stability, calculating the spectral mismatch and non-uniformity. Furthermore, the indoor pulsed solar simulator and the measurement devices were described. Besides, the I-V characteristic of P.V. modules at different standard test conditions have been measured and the associated uncertainty budget of the system has been evaluated.

The I-V characteristic and associated parameters as \(I_{sc}, V_{oc}, P_{max}, F.F.,\) and efficiency of solar panel modules were measured at STC, i.e., spectral irradiance AM 1.5 G, 1000 W/m² irradiance, and device temperature of 25 °C. Additionally, a comparative consumed combined uncertainty \(U_{rel} \) of 1.62 %, \((I_{sc}), 0.42 \% \(V_{oc}), 2.05 \% \(P_{max}\) and efficiency \(\eta \) of 2.5 % was concluded, with a coverage factor \(k = 2\).
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